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Abstract
Achieving complementary performance in human–AI collabora-
tion, where the combined efforts of humans and AI outperform
either working alone, remains a significant challenge. Providing ex-
planations for AI assistance is often considered a potential strategy
to reduce human over-reliance on AI and enhance decision-making.
However, empirical studies have shown mixed results regarding
the impact of AI explanations on performance improvement. In
this work, we extend this investigation by exploring an additional
dimension: whether user characteristics influence the effective-
ness of AI explanations in achieving complementarity. Using a
geography-guessing task as the experimental setting, we find that
user characteristics, such as openness and experience, interact with
explanation modality in inducing complementarity. Our results sug-
gest that tailoring explanations based on user characteristics could
enhance complementarity and provide insights into how personal-
ized AI explanations can improve human–AI team performance.
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1 Introduction
The integration of AI into decision-making processes has opened
new opportunities to enhance human performance across various
domains, including surgical operations [24], medical diagnoses [34],
and human-robot team performance [14]. However, achieving com-
plementarity, where the combined efforts of humans and AI exceed
the capabilities of either working alone, remains a significant chal-
lenge in human-AI collaboration. Despite notable advancements in
AI, there is growing recognition that simply providing AI assistance
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to humans does not automatically improve the joint performance
of human-AI decision-making. For example, empirical evidence
indicates that users often over-rely on AI assistance, which can
diminish their ability to perform effectively as a team [2, 3, 32, 36].

Providing explanations alongside AI assistance has been consid-
ered a potential solution for enhancing complementarity [21]. How-
ever, empirical studies on AI explanations have yielded inconsistent
results, sometimes exacerbating issues of over-reliance [1, 32]. In
this work, we extend this line of research by examining whether
user characteristics moderate the effectiveness of AI explanations in
human-AI collaboration. To do so, our first goal is to identify a task
where AI explanations contribute to complementarity. Once such a
task is identified, we aim to explore ways to further improve com-
plementarity. Motivated by research on human trust in AI [4, 15],
where recent studies have shown that personalized explanations
based on user traits can significantly improve trust [4, 5, 17], we in-
vestigate whether user characteristics influence the extent to which
AI explanations enhance complementarity. If so, this could open
opportunities for future research on personalizing explanations to
strengthen human-AI collaboration.

To address the above questions, we developed a task adapted
from the popular game Geoguessr1, where participants are asked to
guess which continent a given photo was taken in. We designed two
types of explanations: text-based explanations, where participants
receive an AI recommendation accompanied by a one-line textual
explanation, and visual-based explanations, where participants re-
ceive AI recommendations with highlighted areas in the photo rel-
evant to the recommendation. To examine the interaction between
user characteristics andmodalities of AI explanations, we conducted
an experiment involving 400 participants. In the experiment, we
first surveyed participants to collect their personal characteristics
along three dimensions: openness, need for cognition, and experi-
ence with travel. Participants were then randomly assigned to one
of four groups: control (no AI assistance), unexplained AI, AI with
text-based explanations, and AI with visual-based explanations. We
assessed how different explanation formats interact with user char-
acteristics to affect performance. We found statistically significant
interaction effects between openness and explanation modality on
performance. Specifically, participants with higher/lower openness
performed better with text-based/visual-based explanations. We
also found an interaction effect between travel experience and ex-
planation modality on performance. Participants with more/less
travel experience performed better with visual-based/text-based ex-
planations. These findings contribute to the growing body of work
in explainable AI by suggesting that personalized explanations can
indeed improve complementary performance.

1https://www.geoguessr.com/
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2 Related Work
Complementarity. We focus on achieving complementarity [15]
in AI-assisted decision-making [25, 30, 33], meaning the situations
when the AI-advised human decision-maker outperforms either
the AI or the human individually. There has been prior work on
establishing mechanisms and practices to enhance the consistency
of achieving complementarity [15]. For example, environments
characterized by information asymmetry, as well as those where
actors differ in their ability to process and utilize specific pieces
of information, have generally been more conducive to achiev-
ing complementarity [12]. There has also been research focusing
on finding complementarity in AI-advised decision-making, with
applications ranging from medical diagnoses [27] to predicting
criminal recidivism [31]. However, merely providing humans with
AI recommendations often fails to achieve complementarity and
can sometimes result in worse performance [3]. This shortfall is
partially due to individuals overly trusting their AI partners, of-
ten without appropriately evaluating whether the AI is offering
valuable advice—a phenomenon referred to as over-reliance. Com-
plementarity and trust are inherently connected, namely through
appropriate reliance [13, 29]. To achieve complementarity, the hu-
man needs to trust the AI when it is correct, but trust themselves
when the AI is wrong. This can be accomplished through users
better understanding their own capabilities [22] or information
asymmetry [12].
The Role of Explanation. To mitigate the negative effects of
over-reliance, one approach is to provide users with additional in-
formation beyond predictions. For example, confidence meters or
scores can help users determine when to trust their AI partners [13].
Stating the AI’s overall accuracy can also enable users to calibrate
their expectations of the AI partner [11]. An increasingly common
addition to AI predictions is an explanation, broadly defined as
a piece of information appended to an AI’s prediction that con-
veys aspects of the AI’s "reasoning." These explanations can take
various forms, including similar data points, feature weights, or
verbal descriptions, as seen with large language models (LLMs) like
ChatGPT [20]. Explanations have been extensively studied for their
impact on users’ reception of AI recommendations, particularly in
areas such as trust [19], understanding [16], and the mental effort
expended [18]. The literature suggests that users actively seek in-
formation from explanations when deciding whether to adopt AI
recommendations [15], and they generally prefer to receive and
use as much information from AI as possible. However, explana-
tions have also been criticized for their inconsistency in improving
performance. In many cases, explanations exacerbate over-reliance,
exploiting cognitive laziness or misplaced trust [1]. Much of the
work in explainable AI has focused on metrics outside of comple-
mentarity, such as user trust. To address this underexplored area,
recent research has proposed the concept of verifiability to provide
insights into whether explanations can enhance complementar-
ity in a given task. Specifically, the literature [7, 32] suggests that
verification is the key to achieving complementarity through expla-
nations. Explanations should enable users to verify AI outputs with
greater accuracy and less effort than solving the task independently
or blindly relying on the AI.

The Impact of Personalization. Prior literature highlights several
benefits of personalizing explainable AI, particularly in improve-
ments to non-complementarity metrics. Explanations tailored to
user characteristics can enhance user trust [5], improve user un-
derstanding of the underlying AI mechanisms [16], and increase
overall user satisfaction with the AI assistant [15]. These outcomes
have been observed across various personalization methods, includ-
ing adjusting the explanation’s length, mode of presentation [9],
tone of voice, or the material presented [23]. The literature also
suggests a range of potential axes of personalization—metrics or
characteristics along which personalization can be conducted. Fac-
tors such as Need for Cognition, Big Five Personality traits, task
experience, and demographic traits have all shown significant in-
teractions with stated trust, reliance, or perceived understanding
of the AI’s reasoning [4, 6, 26], as well as the ways individuals
process information [8]. We suspect that these traits may also af-
fect how users develop appropriate trust and reliance [13, 29] on
AI-assisted decision-making, which could lead to complementarity.
This line of literature leads us to the following research question:
Interaction effects have been observed between the above axes of
personalization and various user characteristics on user trust and
satisfaction with the AI. Can we identify axes of personalization
and user characteristics that have interaction effects on complemen-
tarity? In other words, can we leverage recently developed theories
of achieving complementarity to create a personalized explainable
AI that improves complementary performance?

3 Experiment Design
The experiment in this work were approved by the Institutional
Review Board (IRB) at our institution and pre-registered on Open
Science Framework (OSF)2.

3.1 Research Questions
Before describing our experiment design, we first state the two
research questions we aim to investigate:
• RQ1: Can we identify a task where we can achieve complemen-
tary performance with the use of explainable AI?

• RQ2: Do people with different personal characteristics perform
differently with different explanations on this task?

While complementarity is a desired property for human-AI team-
ing, prior work often suggests that achieving complementarity is
challenging for many common tasks [7]. Therefore, the goal of RQ1
is to first identify a task where complementary performance can be
achieved with explanations. This enables us to address RQ2 and also
provides a candidate task for future research on complementarity. In
RQ2, our goal is to investigate whether individual differences influ-
ence the effectiveness of different types of explanations. If they do,
this opens up the possibility of designing personalized explanations
to enhance human-AI collaboration. To make our investigation
more concrete, we focus on three personal characteristics: open-
ness, relevant experience in the task, and need for cognition, and
two types of explanations: visual-based and text-based (discussed in
detail later). Our choice of personal characteristics and explanation

2https://osf.io/a6t9r/?view_only=323483088c834b02be51c4278b16dfd6
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types are justified in Section 3. Specifically, we have the following
three hypotheses:

• H2A: Participants who are more open perform better in AI-
assisted decision making with text-based explanations than with
visual-based explanations.

• H2B: Participants with more relevant experience in the task
perform better in AI-assisted decision making with visual-based
explanations than with text-based explanations.

• H2C: Participants with a higher need for cognition (NFC) per-
form better in AI-assisted decision making with visual-based
explanations than with text-based explanations.

3.2 Experiment Task: Guessing the Continent
Where a Photo Was Taken

In selecting the experiment task, we have two criteria in mind. First,
we aim to design a task that ensures there exist both conditions
where humans outperformAI and conditions where AI outperforms
humans. To achieve this, we focus on tasks that AI typically per-
forms better than humans and then limit the information available
to AI to mimic situations where humans have additional informa-
tion that AI does not have access to. Second, inspired by the work of
Fok and Weld [7], which emphasizes the importance of verifiability
in explanations for enabling complementarity, we seek tasks where
AI explanations can assist humans in identifying the ground truth.
Task Description. In this work, we developed a variant of a pop-
ular geography-guessing task [10, 35]. In each round of this task,
participants were presented with a photo sourced from Google
Earth and asked to predict the continent where the photo was
taken: North America, South America, Africa, Europe, or Asia. The
data for this task was drawn randomly from selected rounds of the
world map in the popular geography-guessing game "Geoguessr."
This task requires minimal training and is relatively intuitive, mak-
ing it suitable for administration to the general public. With respect
to the two criteria above, our initial explorations demonstrate that
AI achieves significantly better performance than regular human
users. Additionally, we can limit the information provided to the
AI (e.g., by showing the AI a partial image while providing humans
with the full image). Furthermore, when the AI provides explana-
tions (e.g., identifying the language on a sign), humans can often
leverage these explanations to improve their performance. We be-
lieve that clear relative strengths of humans and AI, the ability
to generate modally distinct explanations, and relatively minimal
barrier to entry make this task a justifiable and well-suited option
for assessing our hypotheses above. The task interfaces are shown
in Figure 1 and Figure 2.
ChatGPT as AI. The AI used in our experiment is powered by
ChatGPT 4o. In particular, we provide the AI a portion of the im-
age (indicated by a red box visible to the participant, as shown in
Figure 1 and Figure 2) and ask the AI to predict the continent of
origin for the image. This restriction on the AI’s field of view is
implemented to create relative strengths for the participant and the
AI. In our initial explorations, ChatGPT is generally much more ac-
curate than average users about geography and can use visual clues
more effectively. As a result, to maximize team performance, the
user will have to weigh their knowledge of what ChatGPT cannot

see against ChatGPT’s superior analysis of what it can see. These
distinct relative strengths have been shown to positively impact
complementarity [12]. For many participants, the area in the image
outside of the box enables relatively straightforward verification of
the AI’s predictions, which, as the literature suggests [7], is more
likely to yield complementary performance.
Explanations. We develop two explanation types: Text-based
explanations contain written description generated by ChatGPT in
supporting its predictions (as shown in Figure 1), andVisual-based
explanations contain blue circles that highlights the regions in the
image that ChatGPT indicates that are the most relevant (as shown
in Figure 2).
Procedure ofGeneratingAI Predictions and Explanations.We
use ChatGPT 4o to generate predictions and explanations. After the
image of each round was selected, ChatGPT is given a randomly
selected portion of the image and the following prompt: "What
continent do you believe this photo was taken in? Bear in mind that
it cannot be Australia / Oceania or Antarctica. Provide a very brief
1-line justification of your answer." This sentence would be provided
to the participant as the "text-based" explanation. Afterwards, we
provide ChatGPT with the following prompt: "List in bullet point
format 1-3 features of the image you explicitly mentioned in your
previous response that I can draw circles around. Provide detailed
instructions for each bullet point detailing what I exactly I should
circle in the image, bearing in mind that I can only draw 1 circle
per bullet point." This allows us to add in circles around features
of the image deemed important by ChatGPT, which define the
"visual-based" explanations.

3.3 Participant Grouping
Our research examines whether participants with different personal
characteristics perform differently with different explanation types.
User Characteristics. In our experiment, we measure three per-
sonal characteristics — the openness personality trait, need for
cognition (NFC), and travel experience (a proxy for experience in
the task). When selecting these characteristics, our goal was to
identify a small set of characteristics that had interaction effects
in the literature with trust in AI [4–6, 26]. More specifically, need
for cognition has been associated with tending to pay more or
less attention to AI-generated explanations, which in turn impacts
trust [4]. Additionally, literature suggests that information that con-
vinces experts to trust AI is different from what convinces novices
[6], suggesting that task expertise should be considered. Finally,
based on Nimmo et al. [26], Openness was the most closely asso-
ciated with differing user trust and performance when utilizing
explainable AI among Big 5 personality trait [28].

We measure the personal characteristics using 5-point Likert
scales, with "Strongly Disagree" receiving a score of 1 and "Strongly
Agree" given as score of 5. For openness and need for cognition
(NFC), we pulled questions from the BFI-10 personality inventory,
a 10-question abbreviated personality quiz commonly used in the
literature [28]. The BFI-10 has been shown to be a reliable, valid,
and well-used approximation of the full-length Big 5 personality
quiz, which is a literature standard for measuring personality traits
despite its self-reported nature. For travel experience, we could
not determine a standard approach to word questions. As a result,
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Figure 1: A sample round from the geography guessing task
with text-based explanations. The red box indicates the area
seen by the AI in making its prediction. In this case, the
AI provides its explanation through a sentence, as textual
description on the bottom left corner.

Figure 2: A sample round from the geography guessing task
with visual-based explanations. The red box indicates the
area seen by the AI in making its prediction. In this case, the
AI provides its explanation through drawing blue circles on
the relevant parts of the image.

we simply asked participants whether they agree or disagree with
the following statement: "I consider myself well-traveled and/or
familiar with geography outside of the United States."
Experiment Conditions. When participants arrive, they were
randomly assigned to one of the four treatments:
• No AI (Control Group): Participants are not given any AI assis-
tance when completing tasks.

• Unexplained AI: AI recommendations are offered without expla-
nation when completing tasks.

• Text-based explanations: AI recommendations are offered with
the accompany of text-based explanations.

• Visual-based explanations: AI recommendations are offered with
the accompany of visual-based explanations.

3.4 Experiment Procedure
We recruited 400 participants from Prolific, restricting the study to
U.S. workers, with each participant allowed to participate only once.
Before conducting the main experiment, we performed a power
analysis based on results from a pilot study. We determined that
a sample size of N = 98 participants per group would be required
to achieve a power of .80 at a significance criterion 𝛼 = .05 for the
least statistically significant interaction effect observed in the pilot
(Need for Cognition). We rounded this number up and recruited
100 participants per group. When participants arrive, they first
completed the informed consent form, then were briefed on the
structure of the experiment, rules, and payment structure. After the
briefing, participants were given a 5-question comprehension check
to ensure they understood the task. Participants who answered
every question correctly were allowed to proceed; those with at
least one incorrect answer were re-directed to the beginning of the
briefing. Participants were provided as many attempts as desired
to pass the comprehension check.

After passing the check, participants were given a short ques-
tionnaire about their Openness personality trait, travel experience,
and need for cognition. Once participants completed the survey,
they were given 20 rounds of the geography guessing task. To
ensure consistency in task difficulty between participants, each
participant was given the same 20 rounds of the task with random
presented sequence. In selecting these 20 rounds, we included more
challenging rounds where the AI assistant was correct only 70% of
the time. Each participant was required to spend a minimum of 10
seconds per round before advancing to the next round to ensure
quality responses. At the conclusion of the 20 rounds, participants
were paid a flat $1.70 for completing the task, plus $0.05 per cor-
rect answer. This resulted in a maximum total payment of $2.70.
Each participant is only allowed to participate the experiment once
without exposing to multiple experiment conditions.

4 Experiment Results
4.1 Analysis Method
For RQ1, we first determine the average performance of the con-
trol group on the task, then compare said performance to the AI’s
(which is 70%). The maximum of the two performance values is
the threshold for complementarity. We then compare the average
performance of participants in each treatment group to the thresh-
old using 1-sample, 2-sided t-tests. We say that our explanations
achieve complementarity if at least one of the t-tests returns a sta-
tistically significant result (𝑝 < 0.05) after corrections for multiple
comparisons. To assess RQ2, for each participant characteristic
(openness, need for cognition, travel experience), we conduct a
multiple linear regression using explanation type, the relevant par-
ticipant characteristic, an interaction term, and a constant. We then
accept or reject H2A, H2B, and H2C by assessing whether or not the
interaction term in each corresponding regression is statistically
significant at the .05 level.
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Figure 3: Results by explanation format group without differ-
entiating based on user characteristics. The group receiving
text-based explanations significantly outperformed the other
groups and definitively achieved complementarity.

Figure 4: Performance by openness level and explanation
format. Individuals with higher openness scores performed
significantly better using text-based explanations compared
to visual-based ones.

Figure 5: Performance by experience level and explanation
format. Individuals with more travel experience were able
to significantly better utilize visual-based explanations than
their less-traveled counterparts.

Figure 6: Performance by Need for Cognition (NFC) level
and explanation format. We found no significant interaction
between NFC and performance using the two explanation
types.

4.2 RQ1: Identifying a Task that Enables
Complementarity

The average performance of each group is shown in Figure 3. Over-
all, we see that participants without any AI assistance achieve an
average accuracy of 62.1%, while the AI achieves a performance
of 70.0%. As a result, the baseline for complementarity is 70.0%,
indicated by a red line in the figure. Among the three groups receiv-
ing AI assistance, participants receiving unexplained AI assistance
achieved 71.0% accuracy, participants given visual-based explana-
tions achieved 70.5% accuracy, and participants given text-based
explanations achieved 73.7% accuracy. After correcting for multiple
comparisons, there was no statistically significant improvement
over the complementarity baseline for the visual-based explana-
tions (𝑝 = 0.6802), but the improvement for text-based explanations
is statistically significant (𝑝 < .0005). This indicates that at least
one explanation format achieves complementarity.

4.3 RQ2: Examining Interactions between User
Characteristics and Explanation Modalities

We now describe the results for the three hypotheses. Again, we
conduct our analysis by examining the statistical significance of
the interaction term in the associated multiple linear regressions.

To more effectively visualize our data, we group participants into
low, medium, and high openness based on score tercile and plot
their performance with text-based or visual-based explanations.
H2A: Participants who are more open are more effective with
text-based explanations than with visual-based explanations.
As evidenced in Figure 4, participants with high openness perform
better with text-based explanations, whereas participants with low
openness perform slightly better with visual-based explanations.
This observation is confirmed by a linear regression analysis, which
reveals a significant interaction effect between openness and expla-
nation type on performance (𝑝 = .031).
H2B: Participants with more relevant experience in the task
are more effective with visual-based explanations than with
text-based explanations. As visualized in Figure 5, well-traveled
individuals tended to perform relatively better than their peers
using visual-based explanations. However, our test does not reveal
statistical significant effect for the interaction terms between expe-
rience and explanation types (𝑝 = 0.065).
Exploratory Analysis: Upon investigation, we found that individ-
uals with high experience exhibited substantially different behavior
than those with low experience. This is due, in part, to relatively few
people (roughly 23% of the overall population) reporting that they
are "well-traveled" (score of 4 or 5) If we choose a threshold and
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treat the experience as a boolean variable: 1 if a person agreed with
the notion that they were well traveled (score of 4 or 5), 0 if they
disagreed (scores 1 - 3), we find a statistically significant interaction
effect (𝑝 = 0.005). However, we find very little variance between
scores 1 through 3 and between scores 4 and 5, both in our main
and pilot study. While this transformation was not pre-registered,
we believe these results suggest that some sort of interaction effect
between experience and explanation modality on may well exist
for a sufficiently normalized population.
H2C: Participants with a higher need for cognition (NFC) are
more effective with visual-based explanations than with text-
based explanations. As shown in Figure 6, we found that no
significant interaction between NFC score and explanation type on
complementary performance. As one would expect, the interaction
term in our multiple linear regression was insignificant (𝑝 = 0.307).
We conclude that previous effects seen concerning need for cogni-
tion in our pilot study are likely attributable to random chance.

5 Conclusion and Discussion
In this work, we first identify a task (geography guessing task)
in which complementary performance can be achieved through
explanations (RQ1). This task enables us to study RQ2 and also
serves a candidate task for future studies on complementarity. Next,
we demonstrate that participants with different personal character-
istics respond differently to different types of explanations (RQ2).
Specifically, participants with higher openness perform better with
text-based explanations, while those with lower openness perform
better with visual-based explanations. Similarly, participants with
more travel experience perform better with visual-based explana-
tions, whereas those with less travel experience perform better
with text-based explanations. Our findings highlight the potential
to enhance human-AI team performance by providing personal-
ized explanations that tailored towards participants with different
personal characteristics.
Limitations. Our results show that participants with different per-
sonal characteristics might benefit from different types of explana-
tions in AI-assisted decision making and demonstrate the potential
for personalizing explainable AI to improve complementarity. How-
ever, given the scale of the study, there are a few limitations. First,
the structure of our experiment limited the number of personal char-
acteristics we could effectively analyze, leaving many other traits in
the literature worth exploring. Examples include additional Big Five
personality traits, demographic features, and disabilities. Second,
our study is relatively limited in scope across a few axes. We only
explored two types of explanations: text-based and visual-based
explanations. Our study is also limited to the geography-guessing
task, making it unclear whether our findings can be generalized to
other tasks. That said, our geography-guessing task was selected
under two criteria: AI possesses superior task-solving skills but
humans possess more information, and AI explanations provide
verifiability [7]. We conjecture our findings may be more likely to
generalize to other tasks with the same characteristics. Moreover,
our participant pool was limited to U.S. residents recruited through
Prolific, which may affect the generalizability of our findings. Third,
we utilized ChatGPT to generate the AI predictions and explana-
tions in our study. Although we believe that advancements in LLMs

can further strengthen our findings, our current results are based
on a tool that is rapidly evolving over time. Finally, our study re-
quires individuals to self-report their user characteristics through
answering questions from the Big Five Inventory and about their
own travel experience. These self-reported user characteristics in-
troduce additional biases in our user grouping (e.g., individuals in
the group with more travel experience may be those who tend to
overestimate their own experience) and our result interpretations.
Future Work. Following the above discussion, future work could
explore additional user characteristics beyond the three analyzed
by our work. The primary goal of our work was to demonstrate the
capability to personalize explanations according to some user traits
to increase complementarity, but more thorough work about what
specific user traits produce said interaction effects would be clearly
beneficial. Additionally, questions remain about applying the results
demonstrated here to other "axes" of personalization or other tasks.
Our work only considered a single axis of personalizing explana-
tions: changing the modality of the explanations from text-based to
visual-based, from more verbal to visual in nature. This single axis
was sufficient to demonstrate the interaction effects of interest and
thus the viability of personalized explainable AI’s ability to improve
complentarity. However, additional axes of personalization, such
as tone, depth, or even content, of the AI explanations should also
be explored. Finally, examining the generalizability of our findings
to tasks beyond the geography guessing task would be important
and interesting future work.
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