
Exploring the Cost-Effectiveness of Perspective Taking in Crowdsourcing
Subjective Assessment: A Case Study of Toxicity Detection

Xiaoni Duan1, Zhuoyan Li1, Chien-Ju Ho2, Ming Yin1

1Purdue University, 2Washington University in St. Louis
{duan79, li4178, mingyin}@purdue.edu

{chienju.ho}@wustl.edu

Abstract

Crowdsourcing has been increasingly utilized
to gather subjective assessment, such as eval-
uating the toxicity of texts. Since there does
not exist a single “ground truth” answer for
subjective annotations, obtaining annotations
to accurately reflect the opinions of different
subgroups becomes a key objective for these
subjective assessment tasks. Traditionally, this
objective is accomplished by directly solicit-
ing a large number of annotations from each
subgroup, which can be costly especially when
annotators of certain subgroups are hard to ac-
cess. In this paper, using toxicity evaluation as
an example, we explore the feasibility of using
perspective taking—that is, asking annotators
to take the point of views of a certain subgroup
and estimate opinions within that subgroup—as
a way to achieve this objective cost-efficiently.
Our results show that compared to the base-
line approach of directly soliciting annotations
from the target subgroup, perspective taking
could lead to better estimates of the subgroup-
level opinion when annotations from the tar-
get subgroup is costly while the budget is lim-
ited. Moreover, prompting annotators to take
the perspectives of contrasting subgroups si-
multaneously can further improve the quality
of the estimates. Finally, we find that aggre-
gating multiple perspective-taking annotations
while soliciting a small number of annotations
directly from the target subgroup for calibra-
tion leads to the highest-quality estimates under
limited budget.

1 Introduction

Crowdsourcing has become a ubiquitous paradigm
for obtaining annotated data from people to en-
hance machine intelligence in a scalable and cost-
effective manner. Recent research has shown that
some crowdsourcing annotation tasks, like toxicity
and political stance evaluation (Goyal et al., 2022;
Luo et al., 2020; Li et al., 2022), are fundamen-
tally subjective—annotations on these tasks will be

influenced by annotators’ identities, preferences,
and personal opinions. For these subjective anno-
tation tasks, a universal “ground truth” annotation
does not exist by definition, since each annotator
can establish their own “ground truth” for a task
based on their subjective interpretations of the task.
As such, a key objective for subjective annotation
tasks is to accurately assess the distribution of an-
notations within different subgroups of annotators
with varying characteristics. For instance, in the
context of toxicity evaluation, a natural goal for col-
lecting crowdsourced annotations is to understand
the subgroup-level opinion, such as the fraction of
people in different subgroups who will consider the
text as toxic.

Traditionally, to achieve this goal, one can poll
opinions directly within a subgroup by asking an-
notators in this subgroup to report their own annota-
tion to the task (e.g., “Do you think this comment is
toxic?”; we refer to this as the “direct annotation”).
However, this approach suffers from two major
limitations. First, to get a reasonably precise esti-
mation of the subgroup-level opinion for a target
subgroup, one may need to solicit a large number
of direct annotations from annotators of this sub-
group, which requires a high annotation budget.
Moreover, annotators of the target subgroup can
sometimes be difficult to get access to (e.g., when
the target subgroup is under-represented in the an-
notator population or overloaded); thus, soliciting
annotations from such subgroup may trigger ad-
ditional administrative cost (e.g., for identifying
annotators in the target subgroup). Given these
limitations, one may naturally ask if crowdsourc-
ing subjective assessment can be conducted more
cost-effectively.

In this paper, we investigate a perspective-taking
annotation approach for crowdsourcing subjective
tasks—instead of providing their own annotations
to a task, annotators are asked to actively take the
view points of people from a target subgroup and



then estimate the opinion statistics for that sub-
group. This approach has the potential to increase
the cost-effectiveness of crowdsourcing subjective
assessment, because it involves direct estimation of
the subgroup-level opinion (hence relax the require-
ment for a large number of annotations), and the
annotation could be obtained from anyone regard-
less of their group identity (hence may decrease the
cost for identifying hard-to-access annotators).

To explore whether the perspective-taking an-
notation approach can indeed improve the cost-
efficiency of crowdsourcing subjective assessment,
we conduct a case study on the toxicity evalua-
tion tasks. Participants of our study were recruited
from Prolific to evaluate the toxicity of online com-
ments that are targeted at males or females, and
we consider female and male annotators as the two
subgroups of interests. To establish the values of
the subgroup-level opinion statistics of interests—
which are the female/male toxicity rate of com-
ments (i.e., the percentage of females/males who
consider a comment as toxic)—we first conducted a
pilot study. In the pilot study, we adopted the direct
annotation approach and asked at least 50 female
(male) annotators to provide their own toxicity an-
notations on each comment in order to compute
the female (male) toxicity rate for the comment.
Then, in the formal experiment, participants were
recruited to take the perspective of a target sub-
group and directly estimate the toxicity rate for that
subgroup.

Results of our study show that when the cost
of soliciting annotations from different subgroups
is the same, the perspective-taking annotation ap-
proach often results in worse estimates of the
subgroup-level opinion than the traditional, direct
annotation approach, as measured by the mean
squared errors (MSE) of the estimates. This is be-
cause compared to the direct annotation approach,
perspective taking often leads to estimates with
higher bias despite the variance is reduced. How-
ever, when the cost of soliciting annotations from
the target subgroup becomes higher, using the
(cheap) perspective-taking annotations from anno-
tators outside of the target subgroup could lead
to higher-quality estimate of the subgroup-level
opinion than the traditional approach, especially
when the annotation budget is limited and annota-
tors take contrasting perspectives simultaneously.
Finally, we show that with a limited annotation bud-
get, the highest-quality estimates of the subgroup-
level opinion of a target subgroup can be obtained

by aggregating multiple (cheap) perspective-taking
annotations from annotators outside of the target
subgroup, while using a small number of (expen-
sive) direct annotations from annotators within the
target subgroup for calibration1.

2 Related Work

Early research and practice of crowdsourcing often
view annotation tasks as objective, for which there
exists the notion of “truth” in gold standard annota-
tion. As such, the deviation of an annotation from
the gold standard is often interpreted as a system-
atic error. This “error” can be caused by the lack
of skills of the annotators, which inspires research
on improving the quality of crowdsourced annota-
tion by assigning the tasks to workers with suitable
skills (Ho and Vaughan, 2012; Ho et al., 2013),
or aggregating annotations from multiple workers
while taking their skills into consideration (Dawid
and Skene, 1979; Whitehill et al., 2009b; Ho et al.,
2016). More recently, it has been recognized that
such error can also reflect the “bias” resulted from
the annotator’s own cognitive bias (La Barbera
et al., 2020; Draws et al., 2022) or the task de-
signs (Eickhoff, 2018; Zhuang et al., 2015). As
a result, a variety of methods have been proposed
to mitigate biases in crowdsourcing tasks. For ex-
ample, Hube et al. (2019) proposed to mitigate
biases by raising annotators’ awareness of biases.
Different task designs were explored to encour-
age deeper deliberation from annotators and miti-
gate their biases (Schaekermann et al., 2018; Tang
et al., 2019; Duan et al., 2020, 2022; Haq et al.,
2022). Novel algorithms were designed to take
worker bias into account during the label aggrega-
tion process (Gemalmaz and Yin, 2021; Wallace
et al., 2022).

In contrast, the most recent research has advo-
cated for the view that some crowdsourcing anno-
tation tasks are inherently subjective. For exam-
ple, studies showed that annotators’ demographics,
identities, and beliefs impact the way they deter-
mine their annotations in hate speech detection
tasks (Sap et al., 2021; Goyal et al., 2022; Sap
et al., 2019; Prabhakaran et al., 2024). Ding et al.
(2022) also found that for fine-grained sentiment
analysis, annotators’ demographics have a signif-
icant impact on their annotations. Therefore, it is
believed that for subjective annotation tasks, there

1The collected human annotations are avail-
able at https://github.com/duanxiaoni/
cost-effective-subjective-assessment-dataset.

https://github.com/duanxiaoni/cost-effective-subjective-assessment-dataset
https://github.com/duanxiaoni/cost-effective-subjective-assessment-dataset


is a need to embrace the diverse human interpreta-
tions and capture the broad spectrum of opinions
and perspectives (Aroyo and Welty, 2014, 2013).
Towards this goal, Díaz et al. (2022) highlighted
the need for transparent documentation of crowd-
sourced dataset, including recording who the anno-
tators are for crowdsourced annotations. Gordon
et al. (2022) developed ML algorithms to model
individual annotators and visualize the annotation
disagreement within a group of annotators.

In this study, we focus on understanding how
to estimate the subgroup-level opinions for crowd-
sourced subjective annotation tasks in a more cost-
efficient way. To this end, we explore the feasibility
of a novel annotation approach, i.e., engage annota-
tors in perspective taking in their annotation tasks.
Perspective taking is the act of perceiving and com-
prehending a situation by taking on the viewpoint
of another person’s psychological experience (i.e.
thoughts, feelings, and attitudes) (Johnson, 1975;
Galinsky et al., 2008); it may allow the perspective-
taker to better represent others’ states and focus
more on expressive cues that communicate infor-
mation about the feelings of others (Zaki, 2014;
Cowan et al., 2014). In our study, unlike the typi-
cal perspective taking approach where people are
asked to take the perspective of a single person,
we prompt annotators to take the perspective of a
subgroup. Moreover, while previous research pro-
posed the “vicarious annotation” method, asking
annotators to directly estimate the annotation for a
subgroup (Weerasooriya et al., 2023; Kahneman,
2021), the perspective taking annotation method
explored in this study has a key difference—the
vicarious annotation method assumes a subgroup
as a collection of homogeneous individuals who
share the same thinking and solicits a single anno-
tation for a subgroup, while the perspective-taking
annotation approach acknowledges that even for
people within the same subgroup, their opinions
may differ (for subjective judgements), so what is
being solicited is the annotation statistics within
the subgroup. While in this work, we choose to
use toxicity evaluation as an example to examine
the effectiveness of the perspective-taking annota-
tion approach in estimating subgroup-level opinion,
the approach itself is general and can be applied
to understanding subgroup-level opinions for other
subjective assessment tasks.

Finally, another concept that is related to per-
spective taking is “common sense.” According to
Whiting and Watts (2024), “common sense” refers

to those claims that almost everyone agrees (or
disagrees), and everyone knows almost everyone
else agrees (or disagrees). In this sense, we note
that a claim about the annotation statistics in a sub-
group (e.g., “50-55% of people in the subgroup will
consider this comment as toxic”) is commensen-
sical is neither a sufficient nor a necessary condi-
tion for the perspective-taking annotations to be
effective for estimating subgroup annotation statis-
tics. This is because (a) it is possible that everyone
agreed on a commonsensical claim that is incor-
rect (i.e., commonsensical does not imply effec-
tive perspective-taking), and (b) it is also possible
that each individual’s perspective-taking annota-
tion has independently random errors, thus they
do not agree on any claim yet accurate estimates
of subgroup annotation statistics can be produced
using their perspective-taking annotations due to
the wisdom of the crowd phenomenon (Surowiecki,
2005) (i.e., effective perspective-taking does not
imply commonsensical).

3 Study Design

To explore if the perspective-taking annotation ap-
proach can help estimate the subgroup-level opin-
ions for subjective annotation tasks cost-effectively,
we conduct a human-subject study on the tasks of
toxicity evaluation.

3.1 Task domain: Toxicity evaluation

We used toxicity evaluation as the example of sub-
jective annotation task in our case study. In a typ-
ical toxicity evaluation task, participants will be
presented with a piece of text (e.g., an online com-
ment) and be asked to evaluate the toxicity of the
text. Previous studies have shown that such toxic-
ity evaluation task is inherently subjective, as the
criteria used for determining toxicity may largely
vary with who the annotator is.

Thus, instead of seeking for obtaining a single
“ground truth” annotation (which does not exist), a
more appropriate objective for toxicity evaluation
tasks is to collect annotations to accurately char-
acterize the opinions within different subgroups,
such as the fraction of people in different sub-
groups who will consider a text as toxic (for which
a “ground truth” exists). Ideally, these subgroup-
level opinions can be established by soliciting a
large number of N direct annotations to the ques-
tion “Is this text toxic?” from annotators of each
subgroup, but this can be very costly (due to the



large N ) or even impossible (when annotators from
a subgroup are hard to access). Thus, in prac-
tice, one usually gets a much smaller number of n
(n ≪ N ) direct annotations from each subgroup
to estimate the subgroup-level opinions, which can
potentially affect the quality of the estimates. This
motivates us to explore the feasibility of an alter-
native approach—engage annotators in perspective
taking—for estimating the subgroup-level opinion
more cost-efficiently.

3.2 Pilot study: Establish the benchmark
To enable the comparison of different approaches
in cost-effectively estimating the subgroup-level
opinion regarding the toxicity of texts, we first con-
ducted a pilot study to establish the “ground truth”
values of the subgroup-level opinions following
the ideal procedure. In this study, we consider “fe-
males” and “males” as two subgroups of interests.

Specifically, participants of our pilot study were
presented with 24 toxicity evaluation tasks. In each
task, the participant was asked to review an on-
line comment and classify its toxicity into one
of the five levels: very healthy, healthy, neither,
toxic, and very toxic. To minimize the ambiguity
of the task, following the best practice (Goyal et al.,
2022; Weld et al., 2021; Park et al., 2022; Lahnala
et al., 2022), we provided to participants a guideline
which included the definitions of different types of
toxic language (e.g., profanity/obscenity, identity-
based negativity, insults, threatening, personal at-
tack); we told participants that a comment should
be considered as toxic if any of these was identified
in it. Following Cambo and Gergle (2022), we also
provided to participants the definitions of each tox-
icity level to help them calibrate their judgement.

Comments used in the pilot study were taken
from the dataset provided by Kennedy et al. (2020),
which included 135,556 comments that were
crawled from social networks. Along with the text
of the comment, the dataset also came with an an-
notation of the victim group for each comment (i.e.,
which group may get hurt by the comment), as well
as the toxicity of each comment predicted by a ma-
chine learning model. For the purpose of this study,
we sampled a subset of 120 comments from this
dataset (see Appendix A.2 for a few example com-
ments in this sampled subset), with half of them
aiming to harm females and the other half harming
males. We also balanced toxicity levels of the com-
ments in this subset by sampling an equal number
of comments from the lowest, middle, and top one

third of predicted toxic comments in the original
dataset. Comments that participants saw in their
tasks were randomly sampled from this subset, and
for each comment, we obtained at least N = 50
annotations from female annotators and male an-
notators, respectively. After all annotations were
collected, for each comment, we computed the frac-
tion of female (male) annotators who labeled it as
either “toxic” or “very toxic”; we referred to this
fraction as the “female (male) toxicity rate” of the
comment, and this serves as the “ground truth” of
the subgroup-level opinion that we aim to estimate.

3.3 Experiment: Annotation via perspective
taking

In our formal experiment, we adopted the
perspective-taking annotation approach. That is,
given a target subgroup X, we asked annotators to
take the perspective of subgroup X and directly es-
timate the subgroup-level opinion for it. In the con-
text of our toxicity evaluation tasks, we designed
two types of perspective-taking questions:

Single Perspective: Given a comment, annotators
are prompted to evaluate the comment from the per-
spective of a single, target subgroup X and answer
the question “What percentage of [people of sub-
group X] will rate this text as toxic or very toxic?”.

Multiple Perspectives: Given a comment, anno-
tators are prompted to simultaneously evaluate the
comment from the perspectives of all subgroups of
interests and answer the question “What percentage
of [people of subgroup G] will rate this text as toxic
or very toxic?” for each subgroup G, including the
target subgroup X.

Thus, in our experiment, participants were re-
cruited to evaluate the toxicity of the 120 com-
ments that we previously evaluated in our pilot
study. Participants were firstly randomly assigned
to answer either the single perspective question or
multiple perspective taking question. For partic-
ipants answering the single perspective question,
they were assigned to take the perspective of either
females or males on all comments they saw. In
each task, the same definitions of different types
of toxic language and different toxicity levels, as
what we included in the pilot study, were showed
to the participant. To provide their annotations
on the percentage of people in subgroup G who
will rate the comment in a task as toxic or very
toxic, participants first select a range in intervals
of 10%, and then use a slider to provide a precise



percentage value within the range they select (see
Appendix A.1 for an example of the interface).

3.4 Experimental procedure

We recruited participants for both our pilot study
and the actual experiment via Prolific. We opened
our study only to U.S. workers and directly dis-
tributed the study within the female or male worker
pools on Prolific (i.e., we set gender as the screen-
ing condition for taking the study). As such, the
number of female and male participants in our
study was roughly the same. Each participant can
only take our study once.

In the pilot study, upon the arrival of a partici-
pant, they went through a brief instruction of the
task as well as a demographic survey (e.g., gen-
der, race, age) before starting to work on the 24
toxicity evaluation tasks. We ensured that females
and males each are the victim group in half of the
comments that a participant saw, and the order of
the comments were randomized. When calculating
the female/male toxicity rate for each comment,
only the data provided by participants who passed
the attention check were used.

In the formal experiment where participants
were asked to engage in perspective taking in their
toxicity evaluation, we excluded participants of our
pilot study from participation. Upon arrival, each
participant was randomly assigned to take the sin-
gle or multiple perspective question. Then, the par-
ticipant was asked to go through the instructions,
complete the demographic survey, and evaluate
the toxicity of 24 comments that were randomly
sampled from the 120 comments set. Again, we
included an attention check question in this experi-
ment to filter the inattentive participants.

The payment for the pilot study was $1.2, and the
payment for the formal experiment was $1.6. Our
study was approved by the IRB at our institution.

4 Results

A total of 546 participants participated in our pi-
lot study and passed the attention check. Among
these participants, 274 were female annotators and
272 were male annotators. As a result, we col-
lected a total of 13,080 direct annotations in the
pilot study. In addition, 258 participants partici-
pated in our formal experiment (see Table 1 for
the demographics breakdown of these participants),
leading to a total of 8,266 perspective-taking an-
notations in the formal experiment. Table 2 shows

# of female
annotators

# of male
annotators

Female Perspectives (Single) 42 37
Male Perspectives (Single) 46 39

Multiple Perspectives 44 50

Table 1: Summary statistics for annotators’ demograph-
ics (gender) in the formal experiment

Female Male
annotators annotators

Pilot study 54.8 54.2
Female Perspective (Single) 8.4 7.4
Male Perspective (Single) 9.0 7.6

Multiple Perspectives 8.7 9.6

Table 2: Average number of annotators per comment in
both the pilot study and the formal experiment

the average number of annotations we collected
from female and male annotators, respectively, on
each comment, for both the pilot study and the
formal experiment. We used the data collected
from the pilot study to compute the female/male
toxicity rate for each comment and treated them
as our ground-truth subgroup-level opinion. We
then analyzed the data obtained from the formal
experiment to understand whether leveraging per-
spective taking improves the cost-effectiveness of
crowdsourced subjective assessment under varying
annotation budgets.

Specifically, in the context of toxicity evaluation,
forming an estimate of the subgroup-level opin-
ion (e.g., subgroup-level toxicity rate) for a target
subgroup X requires the construction of an estima-
tor. Traditionally, the baseline estimator can be
obtained by soliciting n direct annotations from
annotators of subgroup X (i.e., they each answer
“Is this comment toxic?”) and then computing the
fraction of annotators among them who rate the
comment as toxic, with each annotation costing cX .
On the other hand, the perspective-taking-based es-
timator can be obtained by soliciting n perspective-
taking annotations from any annotator (i.e., they
answer “What percentage of people in subgroup
X will rate this comment as toxic?”) and averag-
ing their reported fractions, with each annotation
from annotators of subgroup G costing cG. For
simplicity, we assume that the cost for soliciting
annotations from any annotator outside of the target
subgroup X (i.e., cX̄ ) is the same, and cX = βcX̄ .
Note that as long as an annotation is solicited from
the target subgroup X, it costs cX regardless of
whether the annotation is a direct annotation or
perspective-taking annotation.



（a）MSE

（d）MSE

(b) Bias

(e) Bias

(c) Variance
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Figure 1: The mean squared error (MSE), bias, and variance in estimating subgroup-level toxicity rate for
the baseline, the perspective-taking-based estimator with single perspective questions, and the perspective-taking
estimator with multiple perspectives questions, as the annotation budget for one task varies. (a)–(c): the cost ratio
of annotations from the non-target and target subgroup is 1:1 (i.e., β = 1); (d)–(e): the cost ratio of annotations
from the non-target and target subgroup is 1:10 (β = 10). In each figure, the left sub-figure is for estimating the
female toxicity rate of comments (the target subgroup is female), while the right sub-figure is for estimating the
male toxicity rate of comments (the target subgroup is male). Error bars represent the standard errors of the mean.

Following the standard way for evaluating the
quality of an estimator, we look into three metrics—
the mean squared error (MSE), bias, and variance—
of both the baseline and perspective-taking-based
estimator. Estimators with lower MSE, closer-to-
zero bias, and lower variance are better. In particu-
lar, given the number of annotations to be solicited
n, we generated K = 1, 000 bootstrapped samples
of n annotations for both estimators—For the base-
line estimator, the bootstrapping was conducted
within the direct annotations from annotators of
the target subgroup X in our pilot study; for the
perspective-taking-based estimator, the bootstrap-
ping was conducted within the perspective-taking
annotations from annotators in our formal experi-
ment when they took the perspective of the target
subgroup X, either by answering the single per-
spective or multiple perspectives question. We then
computed the MSE, bias, and variance of the two
estimators using these bootstrapped samples2.

Figure 1 compares the quality of the two estima-
tors when the annotation budget varies (i.e., when
n varies), both for the case when annotations from
all subgroups are equally costly (β = 1, Figure 1a–
1c) and when annotations from the target subgroup
are more costly than those from the non-target sub-
group (β = 10, Figure 1d–1f). We make the fol-
lowing important observations:

Perspective-taking is worse than direct anno-
2For the computation of MSE and bias, we treat the fe-

male/male toxicity rate of each comment that we obtained
from our pilot study as the “ground truth”.

tation approach in estimating subgroup-level
opinions when annotations from all subgroups
are equally costly, mainly because it leads to
higher bias. Figure 1a–1c presents the compar-
isons when the annotation cost for annotators from
the target subgroup is the same as other subgroups
(i.e., β = 1). We find that the subgroup-level opin-
ion estimates derived from perspective-taking an-
notations always exhibit a higher level of MSE
than the estimates derived from direct annota-
tions, regardless of the level of annotation bud-
get (Figure 1a). A closer look suggests that while
the perspective-taking-based estimator consistently
shows a lower level of variance than the baseline
estimator (Figure 1c), it suffers from a much higher
level of bias (Figure 1b)3, which is the main con-
tributor to its high MSE. Interestingly, we also find
that aligning the perspective that an annotator takes
with their own group identity, tends to decrease the
bias and the MSE of the perspective-taking-based
estimator (see the comparison between the blue and
green curves in Figure 1a–1b).

Perspective-taking can lead to higher-quality
estimates than direct annotation approach when
annotations from the target subgroups are costly
while the annotation budget is limited. Figure 1d–
1f show the comparisons when soliciting annota-
tions from the target subgroup is much more costly.

3Since the baseline estimator estimates the subgroup-level
opinion by sampling direct annotations from annotators of
the target subgroup, the resulting estimate is guaranteed to be
unbiased.



In this scenario, we find that obtaining perspective-
taking annotations from annotators outside of the
target subgroup shows a degree of advantage over
the direct annotation approach, when the annota-
tion budget is limited. For example, as shown in
Figure 1d, when the annotation budget B ≤ 10,
instead of soliciting a very small number of costly
(e.g., cX = 10) direct annotations from annotators
of the target subgroup, one may obtain a more ac-
curate estimate (i.e., an estimate with lower MSE)
of the subgroup-level opinion by collecting cheap
(e.g., cX̄ = 1) perspective-taking annotations from
annotators outside of the target subgroup.

Prompting annotators to take contrasting per-
spectives simultaneously can further improve
the quality of the estimates. We compare the bias
and MSE of the perspective-taking-based estimator
when non-target subgroup annotators were asked
to only take the perspective of the target subgroup,
versus when they were asked to take the perspec-
tives of multiple subgroups simultaneously (see the
comparison between the green and brown curve
in Figure 1a and Figure 1b). We find that taking
multiple perspectives simultaneously results in a
less biased estimate of the subgroup-level opinion
for the target subgroup and the decrease in bias also
leads to a decreased level of MSE. As such, when
annotations from the target subgroup is costly, by
asking annotators outside of the target subgroup
to evaluate the perspectives of multiple subgroups
simultaneously, the resulting perspective-taking-
based estimator of subgroup-level opinion may ex-
hibit advantage over the baseline estimator for a
wider range of annotation budget.

5 Post-hoc Processing: Label Aggregation

So far, the perspective-taking-based estimator we
constructed is simple—we just took an average of
the n perspective-taking annotations obtained to get
an estimate of the opinion for the target subgroup.
However, research on crowdsourcing label aggrega-
tion (Whitehill et al., 2009a,b; Zheng et al., 2017)
suggests that we may further improve the quality
of the estimates by cleverly combining multiple
perspective-taking annotations together and infer-
ring the ground-truth value for the subgroup-level
opinion. In particular, the high bias presented in
perspective-taking annotations suggests that it may
be helpful to supplement the perspective-taking an-
notations with a small number of direct annotations
from the target subgroup to “calibrate” them.

Thus, in this section, we explore if we can design
post-hoc label aggregation algorithms to improve
the quality of the subgroup-level opinion estimates
by combining some potentially costly direct anno-
tations from the target subgroup with many more
cheap perspective-taking annotations produced by
annotators outside of the target subgroup.

5.1 Problem setup

Consider a scenario with K subjective annotation
tasks, M target subgroup annotators, and N non-
target subgroup annotators, and the goal is to es-
timate the target subgroup’s opinion fj on each
task j ∈ {1, · · · ,K}. Suppose pij denotes the
perspective-taking annotation provided by the non-
target subgroup annotator i on task j, and lwj de-
notes the direct annotation provided by the tar-
get subgroup annotator w on task j. For exam-
ple, when estimating the female toxicity rate of
a comment, pij ∈ [0, 1] represents male annota-
tor i’s perspective-taking annotation regarding the
fraction of females who will consider the com-
ment in task j as toxic, lwj ∈ {0, 1} represents
female annotator w’s binary annotation regarding
whether she considers the comment in task j as
toxic (lwj = 1) or not (lwj = 0), and fj ∈ [0, 1]
represents the fraction of females who will consider
the comment in task j as toxic. When annotator i
(or w) does not provide any annotation on task j,
we set pij (or lwj) to ∅.

We assume that each non-target subgroup an-
notator exhibits biases of bi in perspective taking,
and bi is affected by the subgroup-level opinion
fj . Specifically, when the task is toxic (fj ≥ 0.5),
they exhibit bias bt,i, and when the task is healthy
(fj < 0.5), they exhibit bias bh,i. This assump-
tion is based on the observation that in perspec-
tive taking, annotators tend to underestimate the
toxicity for toxic comments and overestimate the
toxicity for healthy comments. We assume annota-
tor i’s perspective-taking annotation on task j, i.e.,
pij , follows a normal distribution centered around
the sum of the ground truth subgroup-level opin-
ion of that task (i.e., fj) and the bias of annota-
tor i (i.e., bi). Formally, we have P (pij |fj , bi) ∼
N (fj + bi, σ

2), where σ is the variance. A smaller
σ indicates a smaller variation of random error. The
goal is to estimate fj for all tasks given the avail-
able perspective-taking and direct annotations, i.e.,
the set of {pij} and {lwj}.
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(c) Taking male perspective (β = 5)

1 2 3 4 5 6 7 8 9 10111213141516171819202122232425262728293031323334353637383940
Budget

0.00

0.05

0.10

0.15

0.20

M
SE

Baseline
EM (calibrated with 1 direct annotation)
EM (calibrated with 2 direct annotations)
EM (calibrated with 3 direct annotation)
EM (no calibration)

(d) Taking male perspective (β = 10)

Figure 2: The mean squared error (MSE) of different estimators in estimating each comment’s toxicity rate among
females (a, b) or males (c, d), when the annotation budget for one task varies. (a), (c): the cost ratio of annotations
from the non-target and target subgroup is 1:5 (i.e., β = 5); (b), (d): the cost ratio of annotations from the non-target
and target subgroup is 1:10 (i.e., β = 10). Error shades represent the standard errors of the mean.

5.2 Model Inference

We adapted the incremental Expectation-
Maximization algorithm proposed by Hung
et al. (2015) to estimate the maximum likelihood
estimate of the ground truth value of the subgroup-
level opinion fj . In this EM algorithm, we input
the direct annotations from the target subgroup
as the “calibration labels” during some iteration.
Specifically, as we repeat the EM algorithm for
multiple iterations, we record the sets of bias
estimated for each non-target subgroup annotator
Bi = {b0i , b1i , . . . , b

Q
i }, where bqi is the estimated

bias of annotator i at the end of the q-th iteration
(q ∈ {1, · · · , Q}). We also record the set of
inferred subgroup-level opinion for each task
Fj = {f0

j , f
1
j , . . . , f

Q
j }, where f q

j is the inferred
subgroup-level opinion of interests for task j at the
end of the q-th iteration (q ∈ {1, · · · , Q}). Then,
in the E-step of the (Q+ 1)-th iteration, if we do
not conduct calibration using the target subgroup
annotators’ direct annotation, we will update the
inference of fj as follows:

fQ+1
j =

∑
i∈{i:pij ̸=∅}(pij − bQi )

|{i : pij ̸= ∅}|

and bQi is decided by

bQi = bQt,i · 1(f
Q
j ≥ 0.5) + bQh,i · 1(f

Q
j < 0.5)

where 1(·) is the indicator function.

However, if we decide to use the direct annota-
tions from the target subgroup annotators for cali-
bration in the E-step of the (Q+1)-th iteration, we
will replace fQ+1

j as:

fQ+1
j =

α

Wj

∑
w∈{Wj}

lwj + (1− α)fQ
j

where Wj = {w : lwj ̸= ∅} and α ∈ [0, 1] is the
learning rate.

In the M-step, we calculate the complete data
likelihood by accumulating the probability density
functions of P (pij |fj , bi) ∼ N (fj + bi, σ

2). We
then search for bQ+1

i values that maximize the ex-
pected value of the complete data log likelihood,
and we update the bias terms as:

bt,i =

∑
j∈{j:pij ̸=∅∧fj≥0.5}(pij − fQ+1

j )

|j : {j : pij ̸= ∅ ∧ fj ≥ 0.5}|
Similarly, bh,i is the aggregated mean of (pij −
fQ+1
j ) on tasks with fj < 0.5.

This algorithm involves three hyperparameters:
the learning rate α, the timing for conducting cali-
bration (at the Q∗-th iteration), and the number of
iterations R to perform after calibration before ter-
minating the algorithm to avoid overfitting. We use
grid search to identify the optimal combinations of
hyperparameter values through cross validation.

5.3 Evaluation
We construct a few estimators to estimate the
subgroup-level opinion for the target subgroup:



Baseline estimator: For each comment, we sam-
ple n direct annotations from the target subgroup
annotators in our pilot study, and compute the frac-
tion of annotators among them who consider the
comment as toxic as the estimate. Obtaining this
estimate triggers a cost of ncX .
EM (no calibration) estimator: For each com-
ment, we sample n perspective-taking annotations
from the non-target subgroup annotators in our for-
mal experiment (with the single perspective ques-
tion design). We then use the proposed EM algo-
rithm, without conducting calibration in any itera-
tion, to aggregate these annotations and obtain the
subgroup-level opinion estimate. Obtaining this
estimate costs ncX̄ .
EM (calibrated with L direct annotations) estima-
tor: For each comment, we sample n perspective-
taking annotations from the non-target subgroup
annotators in our formal experiment (with the sin-
gle perspective question design). We also sample
L direct annotations from the target subgroup anno-
tators in our pilot study. We then use the proposed
EM algorithm, while using the L direct annotations
on each comment for calibration, to aggregate these
annotations and obtain the subgroup-level opinion
estimate. Obtaining this estimate triggers a cost
of ncX̄ + LcX . In our evaluation, we consider
L ∈ {1, 2, 3}.

The comparison of the performance of different
estimators is shown in Figure 2, and we make a
few important observations based on the figure: (1)
Whenever the annotation budget for a task allows
for the solicitation of some direct annotations from
the target subgroup, using these direct annotations
for calibration in the EM algorithm almost always
leads to a higher-quality estimate of the subgroup-
level opinion than the EM estimator without cali-
bration. (2) When the annotation budget per task is
very large, obtaining direct annotation from annota-
tors of the target subgroup (i.e., the baseline estima-
tor) often leads to the highest-quality estimate of
the subgroup-level opinion. In contrast, when the
annotation budget per task is limited, the highest-
quality estimate of the subgroup-level opinion is
obtained by using the proposed EM algorithm to
aggregate multiple cheap perspective-taking anno-
tations, while using a small number of costly direct
annotations for calibration. (3) The more costly
soliciting annotations from the target subgroup is
(i.e. the larger β is), the EM estimator with calibra-
tion outperforms the baseline estimator for a wider
range of annotation budget.

6 Conclusions

In this paper, we introduce a novel approach of
leveraging perspective taking to characterize the
subgroup-level opinion for subjective annotation
tasks. We conduct an experimental study, using
toxicity evaluation tasks as an example, to explore
the cost-effectiveness of this approach. Results of
our experiment show that compared to the base-
line approach of directly polling annotators of a
target subgroup to estimate the opinions within that
subgroup, estimation obtained from perspective-
taking annotations generally exhibits lower vari-
ance but higher bias. As such, the perspective-
taking-based estimator of the subgroup-level opin-
ion only shows lower mean squared error than the
traditional, direct-annotation-based estimator when
soliciting annotations from the target subgroup is
costly yet the annotation budget is limited. How-
ever, we find a approach to further improve the cost-
effectiveness of the perspective-taking annotation
approach by using the expectation-maximization
algorithm to aggregate multiple cheap perspective-
taking annotations while using a small number of
costly direct annotations from the target subgroup
for calibration.

7 Limitations

7.1 Limitations and future work
Our study is based on crowd workers’ toxicity eval-
uation annotations on 120 comments. We acknowl-
edge that the size of this dataset is limited, making
it unclear how much we may generalize findings
of this study to other settings. However, this small
dataset is carefully curated with balanced victim
groups and balanced toxicity levels, and we hope
this careful curation of the dataset increases the
generalizability of our results. Our study is limited
by the task domain we selected and the way that we
operationalized the perspective-taking annotation
tasks. We chose to focus on annotations in toxic-
ity evaluation tasks in this case study because of
the subjectivity of toxicity evaluation. We further
focused on estimating subgroup-level opinion for
subgroups defined by sex, and the subgroup-level
opinion that we chose to study (i.e., female/male
toxicity rate) was also a continuous value involving
a single subgroup. Future research should be con-
ducted to explore the generalizability of our results
to different types of subjective tasks, for subgroups
of annotators defined in different ways, and for
subgroup-level annotation properties that are dis-



crete or even involve multiple subgroups. As we
find that a key limitation of the perspective-taking
annotations is the introduction of biases, additional
research should be carried out to explore effective
methods in reducing annotator’s bias in perspec-
tive taking. We hope this study can inspire more
research in re-examining the designs of subjective
annotation tasks to better serve the purpose of cap-
turing the diversity of perspectives.

7.2 Ethical Considerations
While our study suggests that engaging annota-
tors in perspective-taking could improve the cost-
efficiency of crowdsourced subjective assessment,
we emphasize that we do not advocate for substi-
tuting the direct annotation approach with the ap-
proach of recruiting non-target subgroup annotators
and inferring the target subgroup’s opinion through
perspective-taking. In fact, our study showed that
annotators have limited perspective-taking capa-
bilities (i.e., their perspective-taking annotations
suffer from high bias), and when the annotation
budget is sufficient, directly polling annotations
from the target subgroup is the optimal solution for
estimating subgroup-level opinions. However, our
results show the promise of accurately estimating
the subgroup-level opinions even when the anno-
tation budget is limited. This can be done through
aggregating a large amount of perspective-taking
annotations with at least some direct annotations
for calibration, which again highlights the value
and necessity of engaging with the stakeholders
(i.e., annotators from the target subgroup).
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A Appendices

A.1 Task Interfaces

A

B

C D

Figure A1: Interface of toxicity evaluation task with perspective taking. Definitions of different types of toxicity
language (Part A) and toxicity levels (Part B) were shown to participants as a guideline for each task. The comment
to be evaluated was shown in Part C. In this task, participants were asked to take the perspectives of females and
estimate the percentage of females who will consider the comment as toxic or very toxic in Part D.



A.2 Dataset Examples

Victim group Comment
Toxicity Rate

Female
Toxicity Rate

Male

Female I believe what makes a women beautiful is her belief
in herself in every way. Has self confidence and a
strength over and above board. Loves helping and
giving from the goodness of her heart. That’s a very
beautiful women!

0.000 0.015

Female Thanks for bringing a voice of logic and reason here.
If we chopped off the labias of young girls, people
would lose their shit, but apparently circumcision is
fine?

0.526 0.357

Female My timeline be full of hating asses sometimes like
why do some girls love hating on other girls theirs
so many baddies out there y’all be mad cause y’all
wanna feel better all the time like nooo everyone’s
beautiful but ok go off

0.472 0.509

Female All they prove to be is a bunch of fruitless lacking
morals overloaded estrogen driven bitches! All of
them are USELESS to any society!

0.981 0.945

Male My new blog—comment, share, let’s raise awareness
of the huge issue of Male Mental Health #selfcare
#mentalhealth #mindset

0.000 0.000

Male Men these days complain of the quality of women
these days, but consistently ghost good girls their age
for dumbass 20-yr olds...

0.472 0.560

Male The majority of people who think about chad and
tyrone is incels. And it’s also sad how they expect
women to date them despite them calling them foids
(a.k.a subhuman).

0.574 0.44

Male The old man got lucky that he wasn’t beaten until he
was left in a puddle of his own piss and vomit. What
a moronic, incontinent, geriatric waste of oxygen.

0.981 0.945

Table A1: Examples of comments in our dataset. We select comments for which the victim group is either females
or males. For each example comment, we present the female toxicity rate and male toxicity rate that we estimated
based on direction annotations collected in our pilot study.
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