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Abstract
Artificial intelligence (AI) plays a crucial role in decision making.
In doing so, it often learns to make choices from human behavior,
assuming that people provide unbiased training data. However,
studies show that people change their behavior when they are
aware they are training AI. It remains unknown whether these
modifications are intuitive, driven by social norms, or deliberate,
aimed at maximizing personal gain. Across three experiments, we
investigated the extent people deliberate when training AI using
the ultimatum game. In this game, participants decided whether to
accept monetary rewards. Some participants were informed they
would train anAI to respond to their or other participants’ proposals
made in a follow-up session, while others were not. Those training
AI could intuitively reject unfair offers or deliberately accept them
to maximize current and future rewards. We found that participants
rejected unfair offers, suggesting they were more inclined to rely
on intuition when training AI. This reveals that people often embed
their biases into AI, posing a challenge for AI designed to make
optimal decisions.

CCS Concepts
• Human-centered computing → Empirical studies in HCI; •
Applied computing→ Psychology.
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1 Introduction
AI is increasingly used in decision making in various domains, in-
cludingmedicine [8, 36, 49, 59] and law [2, 43, 115]. These AI models
are often trained on human decisions, assuming this training data is
unbiased [79]. Recent work [105, 106] has challenged this assump-
tion, showing that people change their behavior when aware that
AI is learning from them. However, it remains unclear how people
choose to modify their behavior when training AI. On the one hand,
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people may deliberately plan their actions using an internal model
of how the AI algorithm works [16]. On the other hand, people may
rely on intuitions and heuristics [7, 35, 52, 78] when training AI,
which provide quick but often inaccurate solutions. Indeed, humans
tend to avoid mentally effortful tasks [20, 60, 61, 63, 80], suggesting
they may default to using intuition rather than exerting effort to
understand how AI learns. Here, we investigate how people deploy
these strategies when modifying their behavior to train AI.

Psychological research on dual-system theories [4, 30, 51, 95, 98]
provides a framework for considering how people use heuristics and
deliberation when training AI. These theories propose that decision
making operates through two distinct systems: a fast, automatic
system that relies on instinct or habit and a slow, controlled system
that plans toward goals. These systems embody different accuracy-
demand trade-offs. The fast system has low computational demands
but is less accurate, whereas the slow system is more accurate but
more computationally demanding. In this work, we apply these
theories to the context of AI training. People may rely on intuition,
training AI based on lay theories of how to respond or howAIworks
without fully simulating the future consequences of its deployment.
Alternatively, they may deliberate, carefully adapting their behavior
to maximize future rewards for themselves or others.

We aimed to determine how people choose between intuition
and deliberation when training AI. Our first research question was:

Do humans rely more on intuition or deliberation when
training AI? (Experiment 1)

Because we found evidence that people mostly relied on intuition
when training AI, we next explored whether participants could be
encouraged to use more deliberation:

Can humans be moved to deliberate during AI training?
(Experiments 2 & 3)

To answer our research questions, we used the ultimatum game
[41], following prior work in this domain [105, 106]. In this game,
two players allocate a sum of money. One player, the proposer,
divides the money, and the other player, the responder, decides to
accept or reject it. If the responder accepts the offer, both players
receive payments according to the offer. If the responder rejects
the offer, neither player receives anything. While game theoreti-
cal analysis suggests that rational responders should accept any
nonzero offer, empirical studies show that people often reject unfair
offers (e.g., less than 30% of the total amount) [13, 82]. This game
is widely used to study how fairness concerns influence decision
making [82, 110]. While we recognize that the ultimatum game
may not reflect how people typically interact with AI in real-world
settings (e.g., human annotation tasks [76]), we believe it provides
a straightforward and controlled framework for answering our
research questions.
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To determine whether people rely on intuition or deliberation,
we incorporated AI training into the ultimatum game. This ap-
proach builds on the work of Treiman et al. [105, 106], who found
that participants were more likely to reject unfair offers when train-
ing an AI proposer that either they or other participants would
encounter in a higher-stakes follow-up session. While this behavior
could reflect deliberate planning to teach AI to make fair proposals
to them in the follow-up session, it may also stem from an instinct
to punish unfairness [14, 37]. Thus, since both intuition and delib-
eration lead to the same behavior in this prior work, it remains
unclear which strategy people use when training AI.

Here, we designed our task so intuition and deliberation predict
different behaviors. To do this, some participants were informed
they were training an AI responder that either they or other partici-
pants would make proposals to in a higher-stakes follow-up session.
In this task, participants aiming to maximize rewards should accept
unfair offers. This increases their reward in both the current and
follow-up sessions, as they teach AI to accept their future unfair
proposals and reap the rewards of accepting any offer right now.
However, this approach requires participants to overcome their
innate tendency to punish unfair behavior through rejecting unfair
offers [14, 37]. By examining whether participants became more
likely to accept or reject unfair offers when training AI, we inferred
whether they relied more on intuition or deliberation during the
training process. While this design assumes that deliberation leads
participants to maximize rewards, we realize that it is possible
that participants in this task may deliberately promote fairness by
punishing more unfair offers. To address this, we ran additional
studies designed to minimize fairness concerns. Thus, across these
studies, we reasoned that rejecting unfair offers indicated a greater
reliance on intuition, whereas accepting unfair offers suggested a
more deliberate (goal-directed) approach.

To investigate whether people use intuition or deliberation when
training AI, we conducted three experiments with the paradigm
described above. In Experiment 1, we hypothesized that partici-
pants would deliberate when training AI, accepting unfair offers
to teach AI to accept their future, unfair proposals. However, we
found that participants rejected more unfair offers, suggesting that
they relied on intuition when training AI. To explore whether we
could encourage deliberation, we designed Experiment 2, which
was identical to Experiment 1 but included an extensive compre-
hension test to assess participants’ understanding of the task and
the training process. We hypothesized that this intervention would
prompt participants to recognize that accepting unfair offers would
lead to maximizing rewards. Despite this, participants continued to
reject more unfair offers when training AI. While we reasoned that
rejecting unfair offers reflects a reliance on intuition [14, 37], it is
also possible that participants in Experiment 2 deliberately chose to
prioritize fairness [48]. To rule out this explanation, we conducted
Experiment 3. This experiment followed the same design as before,
except participants trained an AI that only they would encounter
in the follow-up session. In this context, training the AI for fairness
was irrelevant since the AI would not interact with anyone but
the participant who performed the training and, therefore, could
not promote fairness. We hypothesized that participants would
start to accept more unfair offers in this training context, showing
signs of deliberation. Yet again, we found that participants rejected

more unfair offers when training AI, suggesting that they were still
relying on intuition.

Across three experiments, we found that participants not only
changed their behavior when training AI, replicating prior work
[105, 106], but mostly relied on intuition to do so. This suggests
that people may unintentionally instill their biases into training
data, which can lead to unreliable and discriminatory AI outcomes
[6, 24]. These findings offer valuable insight into current crowd-
sourcing methods used to train AI and underscore the importance
of understanding how people provide training data. They may also
help AI developers identify when people are likely to introduce
biases into AI algorithms and account for them when designing AI.

2 Related Work
2.1 Behavior Modification in AI Training
Our approach directly builds on the work of Treiman et al. [105,
106], who used the ultimatum game to provide some of the first
evidence that humans change their behavior when training AI. In
their study, some participants were informed they were training
an AI proposer that they or others would encounter in a follow-up
session with higher stakes (Figure 1a top row). They found that
participants aware of AI training were more inclined to reject un-
fair offers to teach AI to make fairer proposals. While people may
have strategically rejected unfair offers to teach AI to make fair
proposals to them in the follow-up session (i.e., using deliberation),
there is also an alternative explanation: people may have relied on
intuition when rejecting unfair offers. Specifically, people’s instinct
to punish unfairness [14, 37] may have driven them to reject unfair
offers, teaching AI to make fair proposals without considering the
consequences of the deployed AI. This strategy closely resembles
intuitive reinforcement learning [23, 66], where actions are driven
by automatic responses rather than careful deliberation. Because
intuition (prioritizing fairness) and deliberation (maximizing re-
wards) predict the same behavior (punishing unfair offers) (Figure
1b top row) in this task, it is unclear which strategy people used.
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Figure 1: Task design comparisons between Treiman et al.
[105, 106] and this paper on (a) participant’s role and (b)
predicted behavior based on whether people use intuition or
deliberation when training AI.

Here, we modified this task so these strategies predicted different
behaviors, allowing us to assess how people tradeoff between them.
In this new task, all participants played as the responder in the first
session, but were now told they would switch roles and play as
the proposer in the follow-up session (Figure 1a bottom row). As a
result, some participants were told they would train an AI responder
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(instead of a proposer [105, 106]), which they or others would make
proposals to in the higher-stakes follow-up session. Participants in
the control condition did not receive this information.

In this task, participants could still rely on their innate tendency
to reject more unfair offers [14, 37] when training AI. However,
contrary to prior work by Treiman et al. [105, 106], in this paradigm
this strategy does not maximize reward: rejecting unfair offers
teaches AI to reject participants’ future unfair proposals. Instead,
participants should accept unfair offers during training, teaching AI
to accept them as well. This strategy maximizes reward not only in
the current session but also in the follow-up session, as participants
can exploit AI by making unfair proposals that are likely to be
accepted. In this modified task, intuition and deliberation predict
different behaviors (Figure 1b bottom row), enabling us to determine
whether people deliberate when training AI.

2.2 Cost-Benefit Analysis in AI Training
It has been well-established that people flexibly trade off between
automatic and controlled strategies using a cost-benefit analysis [62,
92, 93, 112]. People exploit task structures to their advantage if it
is worthwhile [12, 54, 62, 75, 86], even in contexts that involve
human-AI interactions [22, 28, 55]. However, when the effort cost
of planning becomes too high, people shy away from deliberate
lines of actions [57, 61, 88]. Consequently, people may apply this
same cost-benefit tradeoff when deciding how to train AI. Here,
we manipulate both the costs (e.g., mental effort to understand the
algorithm) and benefits (e.g., potential rewards) to examine how
people choose to train AI.

We hypothesize that the complexity of the AI training algorithm
(costs) affects people’s motivation to deliberate. Since individuals
generally avoid mental effort [57, 61, 88], they may only engage in
deliberation if the AI training process aligns with intuitive learning
patterns. For example, previous work [105, 106] used reinforcement
learning [40, 70], where the AI adapted to participants’ behavior
to maximize rewards. This method parallels human reinforcement-
learning processes [23, 66], thereby lowering deliberation costs
due to its intuitive nature. In contrast, this study investigates how
people navigate less intuitive AI training processes and whether
they rely more on deliberation or intuition.

We also assess how the potential rewards of exploiting AI (ben-
efits) influences people’s willingness to engage in goal-directed
behavior. Since people engage more in analytical processing when
higher rewards are involved [10, 67, 69, 83], they may adjust their
deliberation efforts based on the potential benefits of AI training.
Here, we manipulate who benefits from the training to determine
how people weigh rewards when deciding how to train AI.

2.3 Behavior Shifts in Human-AI Interactions
When people are informed about how an algorithm will make de-
cisions, they often change their behavior to "game the system"
[19, 42, 84, 102], a phenomenon known as Goodhart’s Law [39].
For example, Camacho and Conover [12] showed that people in
Colombia reported exaggerated financial needs to just qualify for
aid once they learned the rules of social welfare distribution. Sim-
ilarly, people strategically change their behavior to influence AI

recommendations. For instance, Cen et al. [16] showed that peo-
ple adapted their behavior to match how the AI learns: they liked
more content when informed that recommendations were based on
likes, and paused longer when told recommendations were based
on dwell time. In these cases, people are informed about how the AI
algorithm will use their data, eliminating the need for deliberation
about optimal training strategies. We extend this research by in-
vestigating whether people rely on intuition or deliberation when
modifying their behavior during AI training, specifically when they
are not explicitly informed about the training process.

2.4 Human-AI Interactions in Ultimatum Game
Prior work has investigated how people consider fairness when
interacting with AI compared to human counterparts in the context
of the ultimatum game [1, 27, 29, 81, 90, 99, 107]. Most of these
studies indicate that people are more likely to accept unfair offers
from AI than from humans [18, 77, 91, 111]. However, Torta et al.
[104] found the opposite, with individuals rejecting unfair com-
puter offers more frequently. Additionally, Treiman et al. [105, 106]
found no difference in responses when humans played with an AI
compared to a human participant. This discrepancy may stem from
a relatively low emphasis on the nature of the partners compared
to other studies [77, 91, 104].

In our task, we present partner types as anonymous silhouettes,
similar to Treiman et al. [105, 106]. This design choice avoids draw-
ing attention to the partner type since our main goal is to under-
stand how people’s behavior changes due to AI training, not the
type of partner. In fact, we include AI partners to help confirm that
AI training is taking place. Although our focus is not on partner
effects, this approach allows us to contribute to the literature by
exploring how interactions with AI differ from those with humans
when partner type is minimally emphasized.

2.5 Human’s Internal Models of AI Learning
"Theory of mind" refers to the ability to understand and infer the
mental states of others [68, 87]. This cognitive process is not only
limited to interactions with fellow humans but also extends to inter-
actions with AI [5, 26, 56, 58]. However, people exert less cognitive
effort to infer the mental states of AI compared to humans [64, 89].
For example, McCabe et al. [72] used the trust game [50] to show
that brain activation in the medial prefrontal cortex (a brain region
associated with theory of mind) occurs only when interacting with
humans, not AI. Gallagher et al. [34] found analogous results in the
game rock-paper-scissors. Our research builds on these findings to
explore what internal models of AI people form when they are not
directly interacting with it.

3 Experiment 1: Do Humans Rely More on
Intuition or Deliberation When Training AI?

We investigated whether people use intuition or deliberation when
training AI using the ultimatum game [41]. In this task, participants
played multiple rounds as the responder, partnered with either AI
or another participant. We told all participants that they would be
invited to a follow-up session where they would make proposals
instead.
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Figure 2: Example trials for the control (a) and AI training (b) conditions for each partner type (left human participant and
right AI). In the AI training condition, participants saw additional text reminding them that their responses were training AI.
This text was not shown in the control condition. Aside from this reminder displayed on an additional screen (2s) and when
making a choice, the trial format was the same in both conditions. Each trial began with a fixation cross (750ms), followed by
the partner type (human or AI) (2s). Participants in the AI training conditions then saw the additional screen reminding them
of AI training (2s). They then saw the offer amount for 2 seconds before they could make a choice. Participants had unlimited
time to choose. Each participant made multiple choices with varying partner types and offer amounts. Only training condition
was varied between participants.

This study used a 3𝑥2 design, with partner type (human or AI) as
a within-subject factor and training condition as a between-subject
factor. There were three training conditions in this experiment: AI
training for self: Participants were informed they would train an
AI responder that they would encounter in a follow-up session. AI
training for others: Participants were informed they would train
an AI responder that other participants, i.e., not themselves, would
encounter in a follow-up session. Control condition: Participants
received no information about AI training. Experiments 2 and 3
closely followed this general set-up, but with some modifications.

3.1 Participants
A total of 320 participants (173 female, 6 non-binary; 𝑀 = 38.70,
SD = 12.87) were recruited from Prolific. One participant was
removed from the analysis for being exposed to more than one
condition since they refreshed the webpage after completing the
practice trials. The average completion time was 8 minutes and the
median pay rate was approximately $9.50 per hour. In all experi-
ments, participants were paid $8 per hour before receiving a bonus,
and provided informed consent before completing each session.
The Washington University in St. Louis IRB approved this study.

3.2 Design
At the start of the experiment, participants were randomly assigned
to the AI training for self (𝑛 = 98), AI training for others (𝑛 = 100),
or control condition (𝑛 = 121). They were briefed on the rules of
the ultimatum game and told they would play as the responder.
Participants were also informed that they would be invited to a

follow-up session within the next few weeks, where they would
switch roles and play as the proposer.

Participants in the AI training for self condition were told that
all their responses would be used to train an AI responder they
would later interact with in the follow-up session. Specifically,
they were told, “You will play with the AI that you help train here.”
In contrast, participants in the AI training for others condition
were informed that they would train an AI responder that other
participants—not themselves—would interact with. They were told,
“You will not encounter the AI you train. The AI you help train will only
play against other Prolific participants.” Thus, the only difference
between the two AI training conditions was whether participants
would interact with the AI they trained (further details are provided
in Appendix A). In both conditions, participants were not told what
the training would entail. The complete set of instructions for all
experiments is provided in Appendix B.

Next, participants played multiple rounds of the ultimatum game
(Figure 2). In each round, participants chose whether to accept or
reject a proposer’s offer of how to allocate a $10 sum between
both partners. We manipulated partner type within-subject: each
participant played against both AI and human partners. To help
distinguish between them, each partner type was associated with
one of two colors, blue or orange, which were randomly assigned
for each participant.

Each round started with a display of a fixation cross (750𝑚𝑠).
Next, an icon representing the partner type (human participant or
AI) was displayed (2𝑠). Participants in the AI training condition saw
an additional screen with the text "Offer used to train AI responder"
(2𝑠). This screen served as a reminder that an AI responder would
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Figure 3: Results for Experiment 1. Graphs show the proportion of accepting an offer based on (a) offer amount and (b) fairness
conditioned on partner type and fairness. Error bars indicate standard error of the mean.

learn from their responses. Then, participants again saw the partner
icon, now accompanied by the offer that was displayed as a line
of text indicating the proposed split (e.g., "I get $6 and you get $4).
Participants in the AI training conditions also saw the same text
as before to remind them of AI training. After two seconds, the
words “accept” and "reject" appeared on the left and right sides
of the screen, respectively, signaling that participants could make
their choice using the ‘F’ and ‘J’ keys on the keyboard. Participants
were given unlimited time to make their decision.

Participants completed 24 rounds of the ultimatum game, play-
ing 12 rounds with each partner type. Offer amounts, ranging from
$1 to $6, were presented in a random order. They were balanced
across partner types for each participant, ensuring that all partici-
pants saw each offer two times from each partner type. For the AI
partner trials, we ensured that the offer amounts were the same
between conditions. For human partner trials, we recruited enough
participants from various studies to ensure that we could balance
offers between training conditions using the same amounts. We
considered offer amounts $1 − $3 to be unfair and offer amounts
$4 − $6 to be fair, consistent with prior literature [77].

To incentivize choice behavior, participants were informed that
one trial would be randomly selected and resolved at the end of
each session. Participants received a bonus of 5% of the amount
they earned from the trial. This bonus was increased to 15% for all
second sessions to encourage them to return. 1

After the experiment, participants were asked to describe any
strategies they used. Although these responses were not formally
analyzed, selected open-ended responses are included in Appen-
dix C. Stimuli, data, and analysis scripts for all experiments can be
found on Open Science Framework (OSF) 2.

1Since our results suggest that participants mostly relied on intuition when training
AI, we expect that they also did not deliberate on how they should make proposals
based on their training. For example, they likely did not consider that they should
propose fair offers because they trained the AI to punish people for acting unfairly.
Therefore, we do not report these results.
2Link found here: https://osf.io/2caqy

3.3 Analysis
We employed logistic mixed-effects models to assess how partner
type, training condition, offer amount, and their interactions pre-
dicted participants’ acceptance of offers. Themodels were estimated
in R using the lmerTest package. We used this approach for all five
experiments.

3.4 Results
The results of Experiment 1 are shown in Figure 3. The logistic
mixed-effects model revealed that participants accepted more offers
as the offer amount increased (𝑏 = 2.07, SE = 0.08, 𝑝 < 0.001),
replicating prior findings [77, 91, 111]. However, they responded
no differently when partnered with a human compared to an AI
partner (𝑏 = −0.06, SE = 0.07, 𝑝 = 0.39).

More importantly, we found that participants in the AI training
for others condition rejected more offers than those in the con-
trol condition (𝑏 = −0.87, SE = 0.40, 𝑝 = 0.03). The significant
interaction effect between offer amount and training condition sug-
gests that participants in the AI training condition for others were
more punitive for lower offers than those in the control condition
(𝑏 = 0.28, SE = 0.13, 𝑝 = 0.026).

The relationship between the AI training for self condition and
control condition was less clear. The logistic mixed-effects model
showed neither a main effect of training condition (𝑏 = −0.77, SE =

0.40, 𝑝 = 0.056) nor an interaction effect between offer amount and
training condition (𝑏 = −0.04, SE = 0.12, 𝑝 = 0.73). However, vi-
sual inspection of Figure 3 suggests that those in the AI training for
self condition were more punitive toward unfair offers than those in
the control condition. To test this conjecture, we conducted a post-
hoc 𝑡-test comparing the two groups for unfair offers. Although the
𝑡-test was not significant (𝑡213 = 1.92, 𝑝 = 0.056), the interaction
effect was replicated in all subsequent experiments, suggesting that
participants in the AI training for self condition were more punitive
toward unfair offers.

We ran another mixed-effects model to assess the relationship be-
tween AI training conditions. There was no main effect of training

https://osf.io/2caqy
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condition between AI conditions (𝑏 = 0.10, SE = 0.42, 𝑝 = 0.81).
However, there was a significant interaction between offer amount
and training condition (𝑏 = −0.32, SE = 0.13, 𝑝 = 0.013). Specifi-
cally, participants in the AI training for others condition were more
punitive for lower dollar amounts than those in the AI training for
self condition. There were no other significant effects (𝑝s ≥ 0.26).

3.5 Discussion
We found that participants in both AI training conditions rejected
more unfair offers than the control condition, consequently train-
ing an AI responder to punish people for making unfair proposals.
However, participants who trained an AI for themselves rejected
less unfair offers than those who trained an AI for others. These
findings suggest that people who can directly benefit from AI train-
ing engage in more deliberate thinking than those who cannot, but
not enough to maximize their rewards. Indeed, participants not
only refrained from exploiting AI for personal or others’ benefit
but also punished themselves and other participants by training AI
to be more punitive to their future proposals. This behavior could
stem from participants relying on intuition due to their unwill-
ingness to deliberate over their internal model of the AI training
process. However, it’s also possible that participants had a wrong
internal model of the task structure or AI training process. In this
case, deliberating over this faulty model would lead to choices (i.e.,
rejecting unfair offers) that fail to maximize rewards.

4 Experiment 2: Does Reducing Mental Costs
Encourage Greater Deliberation?

We designed Experiment 2 to assess whether participants would
exploit AI if we ensured they understood the task structure and
AI training process. The study design was identical to Experiment
1, but incorporated a comprehension test to evaluate par-
ticipants’ understanding. In Experiment 2𝐴, this test included
questions about participants’ current and future roles and their part-
ners (AI and human), which they had to answer correctly before
proceeding. We reasoned that this test would increase participants’
understanding of the task structure and prompt them to consider
how the trained AI would respond to their future offers.

We also considered that participants may understand the task
structure but not the AI training process, which could prevent
them from exploiting AI. Experiment 2𝐵 addressed this concern by
adding two questions to the comprehension test from Experiment
2𝐴 on how the AI learns to accept or reject offers based on observed
responses. Participants had to answer all questions correctly before
proceeding with the experiment. We hypothesized that by explicitly
making participants understand the task structure and AI training
process, they would be more likely to exploit the AI.

4.1 Participants
In Experiment 2𝐴, 350 participants (196 female, 5 non-binary;𝑀 =

42.31, SD = 12.63) were recruited from Prolific. Two participants
were excluded from the analysis because they refreshed the web-
page and were exposed to a different condition. This experiment
took 10 minutes to complete, and the median pay rate was approxi-
mately $9 per hour.

In Experiment 2𝐵, 391 participants (213 female, 3 non-binary;
𝑀 = 41.12, SD = 12.74) were recruited from Prolific. Four partic-
ipants were excluded for the same reason. This experiment took
11 minutes to complete, with a median pay of approximately $8.50
per hour.

4.2 Design
The design of Experiment 2was identical to Experiment 1 (Figure 2),
with the addition of a comprehension test consisting of 5 multiple-
choice questions to assess participants’ understanding of the task.
All participants were tested on the types of partners they would
encounter, as well as their current role and their future role in the
follow-up session. In Experiment 2𝐴, participants in the AI training
for others (𝑛 = 100) and AI training for self (𝑛 = 119) conditions
were required to answer two additional questions. These questions
tested participants’ knowledge of the type of AI they were training
(proposer vs. responder), and whether they would encounter this
AI in the follow-up session. Participants in the control condition
(𝑛 = 118) did not engage in AI training, so they did not see these
final two questions.

In Experiment 2𝐵, participants completed the same task as Ex-
periment 2𝐴 except for one critical change. Participants assigned
to the AI training for others condition (𝑛 = 97) and the AI training
for self condition (𝑛 = 132) were told how the AI responder would
be trained. They were informed that the AI would learn to accept
similar offers they accepted and reject similar offers they rejected.
Specifically, they were told, “The AI will learn to respond by copying
how you respond to offers. In other words, the AI will learn to accept
the offer amounts you accept. Similarly, the AI will learn to reject the
offer amounts you reject. Therefore, you can teach the AI which offers
it should accept and which it should reject.” To assess participants’
understanding, we included two comprehension questions about
how the AI would mirror their responses. These questions tested
whether participants understood that accepting a $2 offer teaches
the AI to accept a $2 offer; and that rejecting a $2 offer teaches the
AI to reject a $2 offer. Participants in the control condition (𝑛 = 149)
completed the same task as in Experiment 2A.

All participants had to answer all questions correctly before
they could start the experiment. Participants were instructed that
if they missed any question, they would be required to re-read the
instructions. This motivated participants to learn the task structure
(Experiments 2𝐴 & 2𝐵) and AI training process (Experiment 2𝐵) to
avoid re-reading them. However, participants who needed many
attempts may have passed the comprehension test by using a pro-
cess of elimination strategy. Thus, we removed participants who
failed the comprehension test at least 3 times from the analysis. All
questions and multiple-choice options can be found in Appendix D.

4.3 Results
Experiment 2A. In Experiment 2𝐴, 71% passed the comprehension
test on their first attempt, and 97% passed within three attempts.
Eleven participants were removed from the analysis. A detailed
analysis of the comprehension test pass rate per question for all
experiments can be found in the Appendix E..

The results of Experiment 2𝐴 were clear: even though they
showed an understanding of the task structure, participants in
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Figure 4: Results for Experiment 2. All figures show the pro-
portion of acceptance based on offer amount (Top row: a, c)
and by fairness (Bottom row: b,d) Error bars indicate stan-
dard error of the mean.

both AI training conditions rejected more unfair offers than those
in the control condition (Figures 4a and 4b).

A logistic mixed-effects model revealed a main effect of offer
amount (𝑏 = 1.81, SE = 0.08, 𝑝 < 0.001) and training condition,
with participants in the AI training for others (𝑏 = −1.16, SE =

0.46, 𝑝 = 0.012) and AI training for self (𝑏 = −1.02, SE = 0.44, 𝑝 =

0.02) conditions rejecting more offers than those in the control
condition. Two significant interaction effects between offer amount
and training condition qualified these main effects, indicating that
participants in the AI training for others (𝑏 = 0.58, SE = 0.13, 𝑝 <

0.001) and AI training for self (𝑏 = 0.29, SE = 0.11, 𝑝 = 0.009)
conditions were more likely to reject lower offer amounts than
those in the control condition.

When comparing AI training conditions, the mixed-effects model
revealed no main effect of training condition (𝑏 = 0.14, SE =

0.45, 𝑝 = 0.76). However, it showed an interaction between training
condition and offer amount (𝑏 = −0.29, SE = 0.13, 𝑝 = 0.028),
indicating that participants in the AI training for others condition
rejected more offers as the offer amount decreased. These findings
replicate the results from Experiment 1.

The mixed-effects model revealed a main effect of partner type
(𝑏 = −0.22, SE = 0.08, 𝑝 = 0.005), with participants more likely to
accept offers made by human participants than by AI. Additionally,
a significant interaction effect between partner type and training
condition was found between the AI training for self and control
conditions (𝑏 = 0.21, SE = 0.11, 𝑝 = 0.05). Post hoc paired 𝑡-tests
showed that participants in the control condition accepted more
offers from humans than from AI (𝑡117 = −2, 𝑝 = 0.04), whereas
those in the AI training for self condition showed no difference
(𝑡118 = −0.39, 𝑝 = 0.7). No additional significant interaction effects
were observed (𝑝 ≥ 0.12).

Experiment 2B. Experiment 2𝐵 followed the same design as Ex-
periment 2𝐴, with the addition of an extra question in the compre-
hension test. Thus, we ran the same analyses for Experiment 2𝐵.
First, we found that 78% passed the comprehension test on their first
attempt, with 98% passing within three attempts. Ten participants
were removed from the analysis for taking too many attempts.

The results of Experiment 2𝐵 were mostly consistent with those
from Experiment 2𝐴 (Figures 4c and 4d). The logistic mixed-effects
model revealed main effects of offer amount (𝑏 = 2.28, SE =

0.09, 𝑝 < 0.001) and training condition, with participants in both
the AI training for others (𝑏 = −1.09, SE = 0.43, 𝑝 = 0.012) and
AI training for self (𝑏 = −0.79, SE = 0.40, 𝑝 = 0.048) conditions
rejecting more offers than those in the control condition.

When comparing the AI training for self and control condi-
tions, we found an interaction between training condition and offer
amount (𝑏 = −0.47, SE = 0.11, 𝑝 < 0.001), with participants in the
AI training for self condition rejecting lower offers than those in
the control condition.

When comparing the AI training for others and control condi-
tion, we found no interaction effect between training condition
and offer amount (𝑏 = 0.15, SE = 0.13, 𝑝 = 0.26). However, in-
spection of Figure 4c suggests that the main effect of AI training
was so strong for offers ≤ $3 that the model could not capture the
interaction effect. Thus, we conducted a post-hoc 𝑡-test compar-
ing the two groups on unfair offers and confirmed this conjecture
(𝑡219 = 2.50, 𝑝 = 0.01).

When comparing between training conditions, we replicated
the results from both Experiments 1 and 2𝐴. Specifically, a mixed-
effects model showed no main effect between training conditions
(𝑏 = 0.30, SE = 0.44, 𝑝 = 0.49), but revealed an interaction effect
between training condition and offer amount (𝑏 = −0.62, SE =

0.12, 𝑝 < 0.001). Hence, participants in the AI training for oth-
ers condition rejected lower dollar amounts than those in the AI
training for self condition.

A mixed-effects model revealed a main effect of partner type
(𝑏 = −0.14, SE = 0.07, 𝑝 = 0.042), showing participants were
more likely to accept offers from humans than AI. This finding
replicates the result from Experiment 2𝐴 and is discussed in the
General Discussion. There were no other significant interactions
(𝑝s ≥ 0.06).

4.4 Discussion
Participants in both AI training conditions continued to reject un-
fair offers even after demonstrating an understanding of the task
structure (Experiments 2𝐴 & 2𝐵) and AI training process (Experi-
ment 2𝐵), once again training the AI to punish their future offers.
However, participants training an AI for themselves reject unfair
offers less often than those training an AI for others. This suggests
that participants training an AI for themselves deliberated more, but
not enough to train the AI to accept their future, unfair proposals.

However, there is an alternative explanation. Participants may
have understood the task yet deliberately chose to train AI to pun-
ish unfair behavior [48] rather to maximize rewards. In this case,
participants deliberately chose to prioritize fairness over personal
gain [108], even to the extent of intentionally sacrificing both cur-
rent and future rewards to ensure the AI punishes unfair behavior.
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5 Experiment 3: Do Humans Rely on Intuition
When Fairness Concerns Are Irrelevant?

We designed Experiment 3 to test whether participants use goal-
directed deliberation to train AI for fairness. The design followed
the previous experiments, but with one key difference: partici-
pants were told they would be the only ones to encounter
the AI they trained in a follow-up session.With this change,
training the AI to punish unfair behavior became irrelevant, as
it would no longer affect others. If participants were engaging in
deliberation, they should recognize this and train the AI to maxi-
mize their own rewards. In contrast, if participants trained the AI
to punish only their future offers, this would suggest they were
relying on intuition. To test this, we ran two versions: Experiment
3𝐴, which did not include a comprehension test, and Experiment
3𝐵, which included a comprehension test to encourage participants
to deliberate. We hypothesized that, in the absence of fairness con-
cerns, participants would accept unfair offers, indicating that they
engaged in deliberation when training the AI.

5.1 Participants
In Experiment 3𝐴, 217 participants (111 female, 1 non-binary;𝑀 =

38.09, 𝑆𝐷 = 12.33) were recruited from Prolific. One participant
was excluded from the analysis because they were exposed to both
conditions. This experiment took 8 minutes to complete, and the
median pay rate was approximately $9.40 per hour.

In Experiment 3𝐵, 223 participants (127 female, 1 non-binary;
𝑀 = 36.85, 𝑆𝐷 = 11.49) were recruited from Prolific. Two partici-
pants were excluded for refreshing the webpage and being exposed
to both conditions. This experiment took 11 minutes to complete,
and the median pay rate was approximately $9.10 per hour.

5.2 Design
The design was similar to Experiment 1 (Figure 2) except partici-
pants were randomly assigned to only two conditions: ’AI training
for self’ (now referred to as ’AI training’) (Experiment 3𝐴: 𝑛 = 93)
and control (Experiment 3𝐴: 𝑛 = 123). Additionally, participants
in the AI training condition were informed that only they would
encounter the AI they trained in the follow-up session. Specifically,
they were told, "You will be invited to participate in a follow-up
experiment where you will make proposals. In this follow-up experi-
ment, you will play with the AI that you train here. You will be the
only person to interact with the AI you train. In other words, no other
participant will encounter the AI you are training here." This feature
of the experimental design ensured that training the AI for fairness
became meaningless, as no other participant would interact with
the trained AI. Additional details about how this training condition
differs from the training conditions in Experiments 1 and 2 are
provided in Appendix A.

For Experiment 3𝐵, participants in the AI training condition
(𝑛 = 96) completed the same comprehension test as in Experi-
ment 2𝐵, along with an additional question about whether other
participants would encounter the AI they trained. This ensured
that participants knew that no one else would be affected by their
training. Participants in the control condition (𝑛 = 117) completed
the same comprehension test as in Experiments 2. Similar to the

previous experiments, participants had to answer all questions cor-
rectly before proceeding and those who failed the comprehension
test within 3 attempts were removed from the analysis.

5.3 Results
The findings of Experiment 3 are clear (Figures 5a and 5b). Partici-
pants in the AI training condition forewent their rewards to train
the AI to be fair (Experiments 3𝐴 & 3𝐵), even after showing an
understanding of the task (Experiment 3𝐵).
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Figure 5: Results for Experiment 3. All figures show the pro-
portion of acceptance based on offer amount (Top row: a, c)
and by fairness (Bottom row: b,d) Error bars indicate stan-
dard error of the mean.

Experiment 3A. A logistic mixed-effects model revealed a main
effect of offer amount (𝑏 = 1.58, SE = 0.05, 𝑝 < 0.001). Although
there was no main effect of training condition (𝑏 = −0.20, SE =

0.20, 𝑝 = 0.32), there was an interaction between training condition
and offer amount (𝑏 = 0.14, SE = 0.05, 𝑝 = 0.002), showing that
participants in the AI training condition were more punitive for
lower offer amounts than those in the control condition.

The mixed-effects model also revealed that participants were
more likely to accept offers made by human participants than by
AI (𝑏 = −0.12, SE = 0.05, 𝑝 = 0.02). While this replicates the
results of Experiment 2, it differs from the findings of Experiment
1, which we discuss in the General Discussion. No other significant
interactions were found (𝑝s ≥ 0.32).
Experiment 3B. In Experiment 3𝐵, 74% of participants passed the
comprehension test on their first attempt, with 96% passing within
three attempts. Eight participants were excluded for taking too
many attempts to pass the test.

The results of Experiment 3𝐵 closely resemble those of Experi-
ment 3𝐴 (Figures 5c and 5d). A logistic mixed-effects model showed
a main effects of offer amount (𝑏 = 1.95, SE = 0.06, 𝑝 < 0.001)
and training condition (𝑏 = −0.61, SE = 0.21, 𝑝 = 0.004), as well
as an interaction between them (𝑏 = −0.23, SE = 0.06, 𝑝 < 0.001).
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Once again, participants in the AI training condition rejected lower
offers than those in the control condition.

When considering partner effects, the mixed-effects model did
not show a main effect (𝑏 = −0.008, SE = 0.05, 𝑝 = 0.89). However,
a three-way interaction between partner type, offer amount, and
training condition was found (𝑏 = 0.09, SE = 0.04, 𝑝 = 0.02).
To interpret this interaction, we ran two additional mixed-effects
models conditioned on training condition. These models found no
main effect of partner type or interaction between offer amount
and partner type (𝑝s ≥ 0.07), so we do not report these further. No
other significant interactions were found (𝑝s ≥ 0.54).

5.4 Discussion
We found that participants training AI continued to prioritize fair-
ness, even though the AI would only punish them for acting unfairly
in the follow-up session. This strongly suggests that people rely
on intuition when training AI, and that it is difficult for them to
overcome this reliance and use more deliberate decision making.

6 General Discussion
6.1 Recap and Interpretation
In this study, we examined whether people rely on intuition or
deliberation when training AI. To do this, participants played the
ultimatum game as responders, with some told they were training
an AI responder that they would make proposals to in a higher-
stakes follow-up session. To maximize rewards, participants train-
ing AI needed to accept unfair offers, requiring them to override
their intuitive response to punish unfairness [14, 37]. We reasoned
that rejecting unfair offers reflects participants relying on intuition,
while accepting unfair offers suggests they engaged in deliberation.

Across three experiments, participants training AI rejected more
unfair offers than those unaware of AI training, suggesting they
relied on an intuitive internal model of how the AI works when
making decisions. This reliance on intuition was surprisingly hard
to counteract. These findings suggest that people rely on fast and
automatic decision making (i.e., intuition) when training AI.

Research on cost-benefit analyses during decision making pro-
vides a useful framework for understanding these results. As a
reminder, this framework is based on the idea that people attach
a cost to mental effort and generally avoid tasks requiring signif-
icant mental work [11, 63, 114]. However, this cost can be offset
by the perceived benefits [10, 67, 69, 83], leading people to use a
cost-benefit analysis to decide whether to use intuition or delib-
eration [11, 61, 62, 92, 94]. Applying this framework to our case,
participants training an AI may have found that the mental effort
required to consider the consequences of the trained AI (costs)
outweighed the personal gains of exploiting the AI for themselves
or the satisfaction of doing so for others (benefits). We also found
that participants who could directly benefit from the AI training
were less likely to reject unfair offers than those who could not,
suggesting that participants who could benefit from AI training
were more likely to deliberate. This suggests that these participants
placed more value on the potential benefits, but not enough to offset
the costs of deliberately training AI. Future research could explore
how much reward needs to be increased or how much mental effort
must be reduced (e.g., simplifying the task to make it more intuitive

to understand) for the benefits to outweigh the costs, so people
choose to exploit AI for themselves or for others.

6.2 Effect of Partner Type
To reassure participants that AI training was occurring, all exper-
iments included AI partners. This also allowed us to explore the
effects of partner types when they were either not emphasized
or somewhat emphasized through the comprehension test. When
participants were not tested on the types of partners they would
encounter (Experiments 1 and 3𝐴), results were mixed. In Experi-
ment 1, behavior did not change based on partner type, replicating
Treiman et al. [105, 106], while in Experiment 2𝐴, participants ac-
cepted more offers from humans than AI. These findings suggest a
weak sensitivity to partner type, even when not emphasized.

When partner types were explicitly tested (Experiments 2 and
3𝐵), we also found mixed results. In Experiment 2, participants
acceptedmore offers from humans, indicating they were more likely
to consider how their responses affected others when prompted.
However, this effect was absent in Experiment 3𝐵, indicating that
the effect may be weak.

In Experiments 2 and 3𝐴, participants accepted more offers from
human partners than from AI, replicating previous findings [104].
However, this contrasts with other research showing that people
tend to reject more offers from humans than fromAI [18, 77, 91, 111].
A potential explanation lies in the experimental design: both our
study and Torta et al. [104], where participants accepted more
human offers, were conducted online. In contrast, studies showing
a preference for AI offers were conducted in traditional in-person
laboratory settings [18, 77, 91, 111]. Another possibility is that the
in-person studies often used actors (“confederates”) as the partner
with which participants would interact, potentially leading to a
stricter adherence to social norms (which may be reduced in our
study where partners were displayed as abstract silhouettes). Future
research may explicitly test this hypothesis by using the exact
same paradigm and varying the method of data collection and the
presentation of partners.

6.3 Fairness Considerations
In our first two experiments, we assumed participants rejected
unfair offers because they have an instinct to punish unfair behav-
ior [14, 37]. However, they may have deliberately chosen to reject
unfair offers to promote fairness [48]. To test this conjecture, we
conducted Experiment 3, where participants trained an AI that only
they would encounter. If participants had engaged in deliberate
reasoning, they would have recognized that training the AI for
fairness had no impact on others and would have exploited it for
personal gain. However, participants continued to prioritize fair-
ness, suggesting their behavior was driven by intuition and not
deliberate reasoning.

While Experiment 3 was designed to eliminate fairness concerns
by ensuring participants had no incentive to prioritize fairness
when training AI, we cannot completely rule out the possibility
that some still chose to do so. For instance, participants may have
deliberately chosen to train AI for fairness because they felt a moral
responsibility [100] or wanted to maximize moral payoffs [15, 17].
Nonetheless, it’s important to note that there were no broader social
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welfare benefits for training AI for fairness in this experiment, as
participants’ actions would only affect their own outcomes.

There are a myriad of reasons why punishing unfair offers may
be an intuitive response. As noted in the Introduction, people may
have an inherent drive to punish unfairness [14, 37]. Additionally,
they may be motivated by a desire to maintain a positive self-
image [9] or conform to social norms [38, 45]. These motivations
may vary depending on contextual factors, such as whether their
actions are being observed [85]. Future research could explore the
motivations behind intuitive punishment of unfairness, such as by
manipulating the visibility of observers.

6.4 Impact of Stakes in AI Training
We should note that the stakes in this study were relatively low,
with participants earning only 5% of the amount from a single nego-
tiation and 15% of the amount in the follow-up session. This setup
may have encouraged participants to rush through the task, relying
on intuitive strategies. To address this, we included a comprehen-
sion test that required participants to re-read the instructions if
they missed a question. This made it more efficient for participants
to read the instructions carefully, as failing the test would require
more time than passing on the first attempt. Thus, the comprehen-
sion tests were designed to encourage deliberation, ensuring that
participants could not simply rush through the task despite the
low incentives. While this design promoted deliberation, we should
note that the overall low-stakes setup closely mirrors real-world
practices such as crowdsourcing for training data collection [113].
Therefore, in parallel to improving data quality from crowdsourc-
ing [32, 33, 46, 47, 103], it is equally important to understand how
people provide training data in similar training conditions.

Additionally, using relatively low stakes better reflects real-world
interactions with AI, where the stakes are often minimal in both
value and impact. For example, a poor recommendation from AI
on a social media platform may only waste a few seconds. While
individual low-stakes decisions might seem insignificant, they can
accumulate into high-stakes consequences. For instance, overlook-
ing human behavior during AI training could result in substantial
social impacts, like the echo chamber effect [21], or make learning
infeasible [101]. Therefore, understanding human behavior during
AI training is crucial, even when the stakes are relatively low.

6.5 Perceptions of AI Algorithms
We informed participants training AI that it would learn to make
decisions by mimicking their choices. However, we deliberately
kept details about the AI’s learning process somewhat vague to
mirror real-world applications. Specifically, people are rarely given
explicit explanations of how AI systems learn [31, 71] and therefore
tend to rely on their own perceptions and assumptions about how
the AI operates. While this design choice better reflects real-world
AI training scenarios, it is important to consider how people’s priors
about AI may have shaped their decisions. For instance, although
participants correctly identified how the AI would learn from their
choices, their assumptions about the strength of that influence likely
varied. Some participants may have assumed that AI is resilient to
changes, leading them to exaggerate their responses. Alternatively,
others may have believed that AI is highly sensitive to training

data, prompting them to be more cautious when making responses.
Therefore, it is crucial to consider how people’s perceptions of AI
lead to different behavioral changes. Future research could explore
this by assessing people’s perceptions about the AI training process.

6.6 Limitations
This study only provides behavioral evidence that people mostly
rely on intuition when training AI. Cognitive neuroscience has iden-
tified several neurophysiological markers that indicate increased
mental effort. For example, it is well-established that greater acti-
vation in the dorsolateral prefrontal cortex is linked to more con-
trolled, goal-directed thinking and decision making [73, 74, 97].
Future research could use functional magnetic resonance imaging
to investigate whether deliberation occurs during AI training. For
causal evidence, future research could use transcranial magnetic
stimulation on this part of the frontal cortex, which has been shown
to reduce goal-directed deliberation [96] and thus may lead to more
intuitive AI training. Finally, pupil dilation is a less expensive phys-
iological marker of effort exertion, as pupils dilate when people
exert effort [44, 53, 65, 109]. Therefore, this measure may be used
to predict trial-by-trial fluctuations in the degree to which people
use deliberation to train AI.

Additionally, we show that people rely on intuitive decision-
making strategies when training AI in the context of the ultimatum
game, a low-stakes scenario where the AI’s decisions only affect
small monetary outcomes (up to $1.20). Our results may not extend
to other contexts where AI training has high-stakes consequences,
such as in medical triage [3, 25] or criminal justice [2, 43] applica-
tions. In these high-stakes settings, people may shift toward more
deliberative decision-making strategies when training AI. Future
research could adapt the framework used here to explore whether
people continue to rely on intuition or adopt more deliberative
decision-making strategies in such high-stakes environments.

7 Conclusion
We found that people chose to forgo both current and future rewards
to train AI for fairness, indicating a greater reliance on intuition over
deliberation. This reliance on intuition was surprisingly difficult to
offset, preventing participants from fully exploiting AI to maximize
rewards. This tendency to favor intuitive over deliberative decision-
making has broader implications for crowdsourcing methods used
in AI training. Specifically, as people alter their behavior to train
AI, they often embed their biases into the algorithm. Consequently,
these behavioral shifts can lead to unreliable and discriminatory
outcomes in AI systems, posing a challenge for AI development. To
improve AI systems, AI developers should consider the cognitive
strategies people use when training AI and how these strategies
influence the biasing of the training process. This approach can
lead to better AI systems that improve AI assisted decision making.
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A Further Details about AI Training Conditions
A.1 AI Training Self vs AI Training Others
Because people tend to deliberate more when higher rewards are at
stake [10, 67, 69, 83], we tested whether the opportunity to directly
benefit from the AI they trained would lead to more deliberate train-
ing. To do so, we created two AI training conditions that differed in
one key way: whether participants would interact with the AI
they trained in the follow-up session. One condition trained
an AI that they would encounter again in the follow-up session
("AI training for self"). The second condition trained an AI that
only other participants (i.e., not themselves) would encounter in
the follow-up session. Aside from this distinction, all instructions
were identical across the two conditions.

Across both experiments, participants in the AI for self condition
were more likely to accept lower offers compared to those in the AI
for others condition, suggesting a greater willingness to deliberate
when personal rewards were at stake. However, both AI training
groups still rejected more low offers than the control group, in-
dicating that neither group fully prioritized reward-maximizing
behavior during AI training.

A.2 New AI Training Condition in Experiment 3
In the AI training conditions in Experiments 1 and 2, participants
trained an AI that other participants would encounter. As a result,
they may have been motivated to train the AI to punish unfair
behavior in order to promote fairness. To remove this incentive,
we introduced a new training condition in Experiment 3, where
participants trained an AI that only they would encounter in the
follow-up session. In other words, no one else would ever in-
teract with the AI they trained. In this condition, there is no
reason to prioritize fairness since they would only be punishing
their own rewards. Therefore, if participants were engaging in de-
liberate reasoning, they should have trained the AI to maximize
their own rewards rather than prioritize fairness.

B Task Instructions
The following are the exact instructions shown to participants
across all experiments. Instructions were presented as a series of
individual slides, with each bullet point corresponding to a single
slide. The content varied slightly depending on the AI training con-
dition and whether participants completed a comprehension check.
All condition-specific variations are noted within the instructions.

At the beginning of the experiment, all participants read in-
structions about the ultimatum game, the identity of their partner
(either another human or AI), and how to respond to offers. In
Experiments 2A, 2B, and 3B, participants who were required to
complete a comprehension test before proceeding also read an ad-
ditional line explaining the roles of the proposer and responder,
as this information was included in the comprehension test. After
reading these instructions, participants completed 2 practice trials.

• Welcome to the experiment! Please read the instructions care-
fully in order to understand the task. Press next or spacebar
to continue.

• For this experiment, you will play with partners. For each
trial, you will play with one partner that could be either

another human participant recruited on Prolific or artificial
intelligence (AI). The AI is a computer program that has
been trained to make choices by observing other human
participants do the same task that you are going to complete.

• On each trial, you and your partner will decide how to split
$10 amongst yourselves. Your partner has already decided
how to divide the $10 and you can choose whether to accept
or reject this proposal.

• In other words, your partner is the proposer since they are
proposing the offer. Similarly, you are the responder since
you are responding to their offers.

• If you accept the offer, then you and your partner will re-
ceive the amount your partner proposed. For example, if
your partner proposed to give you $7 and keep $3 for them-
self, then by accepting this offer you would earn $7 and they
would earn $3.

• If you reject the offer, then you and your partner will both
receive nothing. For example, if your partner proposed to
give you $7 and keep $3 for themself, then by rejecting this
offer you would both earn $0.

• On each trial, you will see a screen displaying whether your
partner is another human participant or the AI. This screen
will appear for 2 seconds.

• If your partner is another human participant, you will see
this icon on the screen: human icon.

• If your partner is the AI, you will see this icon on the screen:
AI icon.

• Youwill then see your partner’s offer andwill choosewhether
to accept or reject this offer. To accept the offer, press the
F Key. To reject the offer, press the J Key.

• You will now complete 2 practice trials. Since this is just a
practice trial, there will be no icon displayed. You will not
receive any money from these trials. Press next or spacebar
to continue.

Control Condition
Participants in the control conditionwere then given a recap of what
they just read, details about the follow-up session, and information
about potential bonuses. We slightly differed the instructions when
a comprehension test was present, as participants completed a com-
prehension test before proceeding with the experiment.

Experiments without comprehension test (1 and 3A)

• After you make all your offers, 1 offer will be randomly
selected and resolved. You will earn a bonus of 5% of what
you received from that offer.

• Within the next few weeks, you will be invited back to make
proposals. For coming back to participate in the follow-up
experiment, you will earn a bonus that is 3𝑋 as much money
than this experiment.

• To recap: 1. You are going to choose between accepting and
rejecting offers. 2. Sometimes, human participants made
these offers, other times an AI made them. 3. Within the
next few weeks, you will be invited to participate in a follow-
up experiment where you will make proposals.
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• You are now ready for the experiment. You will complete 24
trials. Press space or click the next button to begin!

Experiments with comprehension test (2A, 2B, and 3B)
• After you make all your offers, 1 offer will be randomly
selected and resolved. You will earn a bonus of 5% of what
you received from that offer.

• Within the next few weeks, you will be invited back to
play as the proposer. This means that you will make the
proposals in the follow-up experiment.

• In other words, you are switching roles from what you are
doing here. We will recruit participants to respond to your
proposals you make in the follow-up experiment.

• For coming back to participate in the follow-up experiment,
you will earn a bonus that is 3𝑋 as much money than this
experiment.

• To recap: 1. You are going to choose between accepting and
rejecting offers. 2. Sometimes, human participants made
these offers, other times an AI made them. 3. Within the
next few weeks, you will be invited to participate in a follow-
up experiment where you will make proposals.

• Before you complete the experiment, you will be asked a
few questions about the rules of the experiment. You must
get all questions right before you can proceed. If you give
the wrong answer to any question, then you will be
required to read the instructions again.

• You are now ready for the experiment. You will complete 24
trials. Press space or click the next button to begin!

AI Training Conditions
Participants in the AI training conditionwere informed about poten-
tial bonuses and that they would be invited to a follow-up session
where they would play as the proposer. Instructions varied depend-
ing on whether they completed a comprehension test and how their
responses would be used for AI training.

Experiment 1. Participants were instructed that they were training
an AI that either they (AI training for self) or other participants (AI
training for others) would make proposals to in a follow-up session.
Because participants’ responses in the AI training for self condition
were used differently than in the AI training for others condition,
the instructions varied slightly between the two conditions.

• Before you start the experiment, we need to explain one
more aspect.

• Your responses will be used to train an AI to respond to
offers, just like you are doing here. This AI will learn by
observing your responses.

• You will be invited to participate in a follow-up experiment
where you will make proposals. In this follow-up experiment,
– (AI training for self) you will play with the AI that you
help train here.

– (AI training for others) you will not encounter the AI
you train. TheAI youhelp trainwill only play against
other Prolific participants.

• To remind you that an AI is observing your choices, you
will see a screen with the following text before each offer:
Offer used to train AI responder

• After you make all your offers, 1 offer will be randomly
selected and resolved. You will earn a bonus of 5% of what
you received from that offer.

• Within the next few weeks, you will be invited back to make
proposals. For coming back to participate in the follow-up
experiment, you will earn a bonus that is 3𝑋 as much money
than this experiment.
– (AI training for self) In this follow-up experiment, you
will play with the AI that is trained using your re-
sponses in this experiment.

– (AI training for others)TheAI you trainwill play against
other Prolific participants. You will not encounter
the AI you train in the follow-up experiment.

.
• To recap: 1. You are going to choose between accepting
and rejecting offers. 2. Sometimes, human participants made
these offers, other times an AI made them. 3. Your responses
will be used to train an AI Responder that...
– (AI training for self) you will encounter in a follow-up
session.

– (AI training for others) will play with other Prolific users
in future experiments.

4. Within the next few weeks, you will be invited to par-
ticipate in a follow-up experiment where you will make
proposals.

• You are now ready for the experiment. You will complete 24
trials. Press space or click the next button to begin!

Experiments 2A and 2B. Participants in Experiments 2A and
2B completed the same task as those in Experiment 1, but they
also completed a comprehension test. As a result, the instructions
differed slightly from those in Experiment 1. The only difference
between Experiments 2A and 2B was that participants in 2B also
received a message explaining how the AI would learn to respond to
offers. Aside from this addition, all other instructions were identical.

• Before you start the experiment, we need to explain one
more aspect.

• Your responses will be used to train an AI to respond to
offers, just like you are doing here. The AI will learn by
mimicking how you respond to offers.

• (For participants in Experiment 2B): Important message:
Please read carefully!TheAIwill learn to respond by copy-
ing how you respond to offers. In other words, the AI will
learn to accept the offer amounts you accept. Similarly, the
AI will learn to reject the offer amounts you reject. There-
fore, you can teach the AI which offers it should accept and
which offers it should reject.

• To remind you that an AI is observing your choices, you
will see a screen with the following text before each offer:
Offer used to train AI responder

• After you make all your offers, 1 offer will be randomly
selected and resolved. You will earn a bonus of 5% of what
you received from that offer.

• Within the next few weeks, you will be invited back to
play as the proposer. This means that you will make the
proposals in the follow-up experiment. In other words, you
are switching roles from what you are doing here. We will



FAccT ’25, June 23–26, 2025, Athens, Greece Treiman et al.

recruit participants to respond to your proposals you make
in the follow-up experiment.

• For coming back to participate in the follow-up experiment,
you will earn a bonus that is 3𝑋 as much money than this
experiment.
– (AI training for self) In this follow-up experiment, you
will play with the AI that is trained using your re-
sponses in this experiment.

– (AI training for others)TheAI you trainwill play against
other Prolific participants. You will not encounter
the AI you train in the follow-up experiment.

• To recap: 1. You are going to choose between accepting
and rejecting offers. 2. Sometimes, human participants made
these offers, other times an AI made them. 3. Your responses
will be used to train an AI Responder that...
– (AI training for self) you will encounter in a follow-up
session.

– (AI training for others) will play with other Prolific users
in future experiments.

4. Within the next few weeks, you will be invited to partici-
pate in a follow-up experiment where you will switch roles
and play as the proposer.

• Before you complete the experiment, you will be asked a
few questions about the rules of the experiment. You must
get all questions right before you can proceed.If you give
the wrong answer to any question, then you will be
required to read the instructions again.

• You are now ready for the experiment. You will complete 24
trials. Press space or click the next button to begin!

Experiments 3A and 3B. Participants in Experiment 3A com-
pleted the same task as those in Experiment 1, while participants
in Experiment 3B completed the same task as those in Experiment
2B. The only difference was that participants training the AI were
explicitly told that only they (i.e., no one else) would interact with
the AI they trained.

In Experiment 3A, the instructions were identical to those in
Experiment 1, except that the following sentence:

"You will be invited to participate in a follow-up experiment where
you will make proposals. In this follow-up experiment,

• (AI training for self) you will play with the AI that you
help train here.

• (AI training for others) you will not encounter the AI you
train. TheAI you help trainwill only play against other
Prolific participants."

was replaced with:

"You will be invited to participate in a follow-up experiment where
you will make proposals. In this follow-up experiment, you will
play with the AI that you train here. You will be the only
person to interact with the AI you train. In other words, no
other participant will encounter the AI you are training here."

Similarly, the instructions in Experiment 3B were identical to
those in Experiment 2B, except for the inclusion of the following
additional messages:

• You will be invited to participate in a follow-up experiment
where you will make proposals. In this follow-up experiment,
you will play with the AI that you train here.

• You will be the only person to interact with the AI you
train. In other words, no other participant will encounter
the AI you are training here.

In addition, we revised the original recap message:

"To recap: 1. You are going to choose between accepting and re-
jecting offers. 2. Sometimes, human participants made these offers,
other times an AI made them. 3. Your responses will be used to
train an AI Responder that...

• (AI training for self) youwill encounter in a follow-up session.
• (AI training for others) will play with other Prolific users in
future experiments.

4. Within the next few weeks, you will be invited to participate in a
follow-up experiment where you will switch roles and play as the
proposer."

with the following revised version:

"To recap: 1. You are going to choose between accepting and re-
jecting offers. 2. Sometimes, human participants made these offers,
other times an AI made them. 3. Your responses will be used to train
an AI responder that you will encounter in a follow-up experiment.
4. The AI responder you train will learn to respond to offers by
mimicking your responses. 5. Within the next few weeks, you will
be invited to participate in this follow-up experiment where you
will switch roles and play as the proposer."

C Open-Ended Responses
At the end of the experiment, participants were asked to describe
any strategies they used while completing the task. Below, we
present all responses specifically related to AI training, organized
by experiment. These are direct quotes and have not been edited
for grammar or spelling.

C.1 Experiment 1
• if AI is truly being trained based on my responses I though it
made sense to train it to always "accept" since the roles will
be reversed in a future study. Also there is no real reward for
"rejecting" the offer. We both receive $0 when I reject. There
were times I felt "petty" enough to want to reject the $1 offer
but then I would receive nothing. I would be punishing both
myself and my somewhat greedy opponent.

• I wanted offers from a human to be fair, didn’t want to reward
them for being selfish. I didn’t care about this so much with
an AI because they can’t be selfish but still found myself
resistant to extremely unfair offers.

• I thought about training the AI for the future, but then I
decided to maximize my current bonus so I accepted all
offers.
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• Yes, I would have rejected any offers that gave my opponent
the full amount and left me with nothing - training the AI
to take lower offers was in my best interest for future trials
so I accepted all non-zero splits

• if they were either split 50/50 or 60/40 then I accepted, since
it was training the AI and I wanted it to be more fair in the
future.

• I wanted to maximize my own bonus, but I just felt that
keeping $9 and only offering $1 was too greedy, so that was
my threshold for choosing to reject. I wanted to teach the
AI to punish that level of greed as well.

C.2 Experiment 2A
• Yes, I wanted to teach the AI to give me more money, but
accepted regardless of what the person offered.

• Eventually I decided it mattered little if I accept all the AI
since no one is facing any consequence. I thought I perhaps
should have accepted all for the AI in the future. Oh well.

• I didn’t want to accept anything below $3 as it seems very
one sided. While I lost out it hopefully was able to teach the
AI something about being fair and sharing.

• NO STRATEGIES JUST ALL BASED ON INSTINCT
• I wanted to teach AI to take offers that were better for me
• At first, I was focused on fairness due to the human aspect, so
I was aiming for accepting anything between $4-6. Mid-way
through I thought about how I was training the AI Robot
for the next round and what would potentially be more
beneficial to me. At the end, with the final offer of a random
trial selection, I realized I probably should’ve gone with
accepting every offer to guarantee "winning" that final offer.
Oops. I should’ve thought through it more before starting.

• I want to accept even low offers so that I can get the AI to
accept my offers when I get the follow up

• I rather accept any offer than get nothing and also training
the AI to accept every offer.

• I rejected really unfair offers as I stood to gain almost nothing
and I wanted to teach the AI observer

• Yes I generally was playing to train the AI to accept lower
offers for the next part of the experiment.

C.3 Experiment 2B
• I would rather have some money than no money, so I ac-
cepted pretty much everything. If they were a d*** and tried
to keep all $10, I rejected so we both got nothing (: I thought
a little about the AI being trained, or I might have decided
to reject $9/$1 as well.

• Yes. At first, I thought about accept EVERY offer just so I
could train the AI to always do the same thing. Then when I
do the follow up study I would be the proposer and I could
make horrible offers like I get $9 and the AI gets $1 and it
would always accept it. It’s not a person so I don’t really feel
bad about not being fair... Then at some point I realized I
should be trying to maximize my bonus for THIS study and
thought that maybe I actually should reject those $1 offers so
I did that a few times. Then I realized that I would probably
have a chance to make more money off the follow up study

so I started acceptin gthose low offers anyway. Basically I
am trying to maximize earnings for the next study instead
of this one

• Part of me wanted to try to be "fair" and only select offers
that leaned towards a 50/50 split. Other times, I was tempted
to accept all offers so I could train the AI to accept all offers,
including bad ones for AI and good ones for me in the future.

• I just refused to accept anything less then $4 I thought ev-
erything else was unfair. I know your trying to get people to
accept the poor offers and then in 2 weeks make those offers
since AI should accept them but I refuse to do that. I will be
fair and offer a 50/50 split when I get the chance to decide
the offers.

• I wanted to train the AI to say yes to everything so that in
the future trial, I could get more. So I a greed to things I
wouldn’t agree with if I was actually working with/against
other humans

• I was looking at the them vs me amount - training AI not to
make low offers

• Since I was "training" I thought I should be only accepting
"good" offers so I only accepted when we got equal or I got
more. However, I wish I had gone with my initial thought
and accepted ALL offers because anything would have been
better than nothing.

• I didn’t see any reason to not accept an offer as long as it
didn’t offer me $0. It is beneficial for my bonus and to train
the AI for the next round when it is the responder.

C.4 Experiment 3A
• I wanted at least 40% of the total. I didn’t accept lower offers
because I hoped this would train the future AI to make of-
fers of 40% or more to me which would also maximize it’s
earnings.

• accept most offers to train the Ai to be more lenient for the
next time

C.5 Experiment 3B
• I wanted to train the AI to accept the lower offer so that next
week I get higher as the proposer

• Accepting an offer would always result in me earning money,
while rejecting onewould ensure I didn’t. Another advantage
to accepting all offers was that when I encounter this AI in
the follow-up, I can give it "unfair" offers and it will be trained
to accept them all.

• I wanted to accept all offers because I am training the AI to
accept all offers

• I can see no rational reason whatsoever to reject any offer as
long as all of those offers offer me any money and every offer
is being used to train an AI that that will accept or reject my
future offers and that I get a greater bonus for what I offer in
the future. I could only see myself rejecting if I had received
no money OR if some of the trial runs were not being used to
train AI. But every trial run(including those from the human
participant) here indicated it was being used to train the AI.

• Train the AI to want nothing
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• I was preparing the AI for the next phase in order to capitalize
my earnings

• Since the intent is to train an AI, I only accepted offers in
which I received 50% or more of the total.

• Since I get at least $1 when I accept and get $0 when I reject,
it would be best to accept every offer. Since it is used to train
the AI that I will be proposing to, if I accept the they get $9
and I get $1, when I propose, I could just propose all I get
$9 and they get $1 and the AI will accept all of my offers,
gaining me much more money in the future.

• I accepted all offers so that the AI will learn to accept what-
ever offer I send it in the follow up trial.

D Comprehension Test Questions
The comprehension test consisted of 8 multiple-choice questions.
Participants in the control condition answered only questions 1− 3.
Participants in the AI training condition answered questions 1 − 3
as well as a subset of questions 4 − 8, depending on the experiment.
Specifically, in Experiment 2𝐴, participants answered the first 5
questions; in Experiment 2𝐵, participants answered all questions
except question 6; and in Experiment 3𝐵, participants answered all
8 questions.

Participants were required to answer all questions correctly be-
fore proceeding with the experiment. If participants missed any
questions, they had to reread the instructions. The responses for
each multiple-choice question were randomly shuffled each time
participants took the quiz. The correct answers to each question
are in bold, except for question 5, as the correct answer depends on
the AI training condition. In this case, the correct answer for each
AI training condition is italicized.

Questions all participants (control and AI training condi-
tions) completed across all experiments.

(1) In this task, will you be proposing or responding to offers?
(a) I will be proposing offers.
(b) I will be responding to offers.

(2) In the follow-up task, will you be proposing or responding
to offers?

(a) I will be proposing offers.
(b) I will be responding to offers.

(3) Who will you be playing with in this task?
(a) I will only play with human participants recruited from a

separate Prolific experiment.
(b) I will only play with AI.
(c) I will play with both AI and human participants.

Questions completed only by participants in the AI training
condition (listed by experiment in parentheses).

(4) What type of AI will you be training? (Exps. 2𝐴, 2𝐵, 3𝐵)
(a) I will be training an AI to propose offers.
(b) I will be training an AI to respond to offers.

(5) Will you encounter the AI you are training in the follow-up
session? (Exps. 2𝐴, 2𝐵, 3𝐵)

(a) Yes (Answer for AI training for self condition)
(b) No (Answer for AI training for others condition)

(6) Will other participants encounter the AI you are training in
the follow-up session? (Exp. 3𝐵)

(a) Yes
(b) No

(7) If you accept a $6 offer, what will the AI responder learn?*
(Exps. 2𝐵, 3𝐵)

(a) The AI responder will learn to accept $6
(b) The AI responder will learn to reject $6
(c) The AI responder will not learn anything.

(8) If you reject a $4 offer, what will the AI responder learn?*
(Exps. 2𝐵, 3𝐵)

(a) The AI responder will learn to accept $4
(b) The AI responder will learn to reject $4
(c) The AI responder will not learn anything.

*Offer amounts were randomly selected between $1 − $6 for each
participant each time they took the test.
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E Comprehension Test Results for Experiments 2 and 3B
Tables 1 to 6 summarize comprehension check performance for Experiments 2A, 2B, and 3B. For each experiment, we report the number
of participants who passed on each attempt and the cumulative percentage who passed (Tables 1, 3, and 5) and the number of incorrect
responses per question across attempts (Tables 2, 4, and 6).

E.1 Experiment 2A

Table 1: Participant Performance Across Attempts.

Attempt Passed Total Passed Total Passed (%)
1 248 248 71.26
2 68 316 90.80
3 21 337 96.84
4 5 342 98.28
5 3 345 99.14
6 2 347 99.71
7 1 348 100.00

Table 2: Incorrect Answers per Question Across Attempts.

Attempt Q1 Q2 Q3 Q4 Q5
1 5 30 12 54 27
2 1 8 12 11 5
3 1 3 5 1 1
4 1 3 1 4 0
5 0 1 2 0 1
6 0 0 1 0 0
7 0 0 0 0 0

E.2 Experiment 2B

Table 3: Participant Performance Across Attempts.

Attempt Passed Total Passed Total Passed (%)
1 303 303 78.29
2 64 367 94.83
3 11 378 97.67
4 4 382 98.71
5 3 385 99.48
6 1 386 99.74
7 1 387 100.00

Table 4: Incorrect Answers per Question Across Attempts.

Attempt Q1 Q2 Q3 Q4 Q5 Q7 Q8
1 3 31 18 25 24 6 5
2 1 5 5 3 6 1 2
3 1 3 4 2 1 0 1
4 1 2 3 0 1 0 0
5 0 1 1 0 0 0 0
6 0 0 1 1 0 0 0
7 0 0 0 0 0 0 0

E.3 Experiment 3B

Table 5: Participant Performance Across Attempts.

Attempt Passed Total Passed Total Passed (%)
1 165 165 74.32
2 41 206 92.79
3 8 214 96.40
4 4 218 98.20
5 1 219 98.65
6 1 220 99.10
7 0 220 99.10
8 2 222 100.00

Table 6: Incorrect Answers per Question Across Attempts.

Attempt Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8
1 1 19 13 7 12 21 1 4
2 0 5 8 4 2 4 0 2
3 1 4 3 0 1 2 1 1
4 1 1 3 0 0 2 0 0
5 0 2 2 0 0 0 0 0
6 1 1 1 0 0 0 0 0
7 1 0 2 0 0 0 0 0
8 0 0 0 0 0 0 0 0



FAccT ’25, June 23–26, 2025, Athens, Greece Treiman et al.

F Mixed-Effects Regression Results
F.1 Mixed Effects Model Results for Experiment 1

Table 7: Reference Level: control condition

Predictor Estimate Std. Error 𝑧-value 𝑃𝑟 (> |𝑧 |) Significance

(Intercept) 1.8689 0.2747 6.80 < 0.001 ***
AI Opponent −0.0643 0.0745 −0.86 0.388
Offer 2.0743 0.0848 24.45 < 0.001 ***
AI training for others condition −0.8728 0.4032 −2.17 0.030 *
AI training for self condition −0.7740 0.4048 −1.91 0.056 .
AI Opponent:Offer 0.0335 0.0547 0.61 0.540
AI Opponent:AI training for others condition −0.0340 0.1099 −0.31 0.757
AI Opponent:AI training for self condition 0.0414 0.1069 0.39 0.699
Offer:AI training for others condition 0.2824 0.1265 2.23 0.026 *
Offer:AI training for self condition −0.0399 0.1168 −0.34 0.733
AI Opponent:Offer:AI training for others condition −0.0969 0.0860 −1.13 0.260
AI Opponent:Offer:AI training for self condition −0.0843 0.0818 −1.03 0.303
Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1

Table 8: Reference level: AI training for others condition

Predictor Estimate Std. Error 𝑧-value 𝑃𝑟 (> |𝑧 |) Significance

(Intercept) 0.9961 0.2963 3.36 0.00078 ***
AI Opponent −0.0983 0.0808 −1.22 0.22350
Offer 2.3568 0.1013 23.27 < 0.001 ***
Control condition 0.8728 0.4032 2.16 0.03041 *
AI training for self condition 0.0988 0.4204 0.24 0.81415
AI Opponent:Offer −0.0634 0.0664 −0.96 0.33919
AI Opponent:Control condition 0.0340 0.1099 0.31 0.75678
AI Opponent:AI training for self condition 0.0754 0.1114 0.68 0.49829
Offer: Control condition −0.2825 0.1265 −2.23 0.02556 *
Offer:AI training for self condition −0.3223 0.1294 −2.49 0.01273 *
AI Opponent:Offer: Control condition 0.0969 0.0860 1.13 0.25982
AI Opponent:Offer:AI training for self condition 0.0126 0.0899 0.14 0.88820
Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
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F.2 Mixed Effects Model Results for Experiment 2A

Table 9: Reference Level: Control condition

Predictor Estimate Std. Error 𝑧-value 𝑃𝑟 (> |𝑧 |) Significance

(Intercept) 2.6291 0.3190 8.24 < 0.001 ***
AI Opponent −0.2217 0.0794 −2.79 0.0053 **
Offer 1.8113 0.0769 23.55 < 0.001 ***
AI training for others condition −1.1583 0.4603 −2.52 0.0119 *
AI training for self condition −1.0219 0.4402 −2.32 0.0203 *
AI Opponent:Offer −0.0754 0.0546 −1.38 0.1675
AI Opponent:AI training for others condition 0.1709 0.1158 1.48 0.1398
AI Opponent:AI training for self condition 0.2121 0.1081 1.96 0.0498 *
Offer:AI training for others condition 0.5830 0.1286 4.53 < 0.001 ***
Offer:AI training for self condition 0.2918 0.1117 2.61 0.0090 **
AI Opponent:Offer:AI training for others condition 0.0828 0.0884 0.94 0.3493
AI Opponent:Offer:AI training for self condition 0.1191 0.0772 1.54 0.1229
Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1

Table 10: Reference Level: AI training for others condition

Predictor Estimate Std. Error 𝑧-value 𝑃𝑟 (> |𝑧 |) Significance

(Intercept) 1.47139 0.33622 4.38 < 0.001 ***
AI Opponent −0.05075 0.08424 −0.60 0.547
Offer 2.39501 0.10821 22.13 < 0.001 ***
Control condition 1.16538 0.46110 2.53 0.011 *
AI training for self condition 0.13645 0.45412 0.30 0.764
AI Opponent:Offer 0.00738 0.06956 0.11 0.916
AI Opponent:Control condition −0.17198 0.11590 −1.48 0.138
AI Opponent:AI training for self condition 0.04120 0.11175 0.37 0.712
Offer:Control condition −0.57580 0.12887 −4.47 < 0.001 ***
Offer:AI training for self condition −0.29134 0.13236 −2.20 0.028 *
AI Opponent:Offer:Control condition −0.08334 0.08855 −0.94 0.347
AI Opponent:Offer:AI training for self condition 0.03629 0.08837 0.41 0.681
Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1



FAccT ’25, June 23–26, 2025, Athens, Greece Treiman et al.

F.3 Mixed Effects Model Results for Experiment 2B

Table 11: Reference Level: Control condition

Predictor Estimate Std. Error 𝑧-value 𝑃𝑟 (> |𝑧 |) Significance

(Intercept) 2.0196 0.2768 7.30 < 0.001 ***
AI Opponent −0.1437 0.0706 −2.03 0.042 *
Offer 2.2835 0.0860 26.54 < 0.001 ***
AI training for others condition −1.0898 0.4339 −2.51 0.012 *
AI training for self condition −0.7868 0.3977 −1.98 0.048 *
AI Opponent:Offer −0.0667 0.0533 −1.25 0.211
AI Opponent:AI training for others condition 0.0512 0.1086 0.47 0.637
AI Opponent:AI training for self condition 0.1166 0.0950 1.23 0.220
Offer:AI training for others condition 0.1505 0.1330 1.13 0.258
Offer:AI training for self condition −0.4672 0.1055 −4.43 < 0.001 ***
AI Opponent:Offer:AI training for others condition −0.0444 0.0876 −0.51 0.612
AI Opponent:Offer:AI training for self condition 0.1149 0.0712 1.61 0.107 .

Table 12: Reference Level: AI training for others condition

Predictor Estimate Std. Error 𝑧-value 𝑃𝑟 (> |𝑧 |) Significance

(Intercept) 0.9298 0.3357 2.77 0.0056 **
AI Opponent −0.0925 0.0825 −1.12 0.2617
Offer 2.4340 0.1089 22.35 < 0.001 ***
Control condition 1.0898 0.4341 2.51 0.0121 *
AI training for self condition 0.3031 0.4413 0.69 0.4922
AI Opponent:Offer −0.1111 0.0696 −1.60 0.1102
AI Opponent:Control condition −0.0512 0.1086 −0.47 0.6373
AI Opponent:AI training for self condition 0.0654 0.1041 0.63 0.5300
Offer:Control condition −0.1505 0.1330 −1.13 0.2578
Offer:AI training for self condition −0.6177 0.1248 −4.95 < 0.001 ***
AI Opponent:Offer:Control condition 0.0444 0.0876 0.51 0.6123
AI Opponent:Offer:AI training for self condition 0.1593 0.0841 1.89 0.0582 .
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F.4 Mixed Effects Model Results for Experiment 3

Table 13: Mixed Effects Model Results for Experiment 3A

Predictor Estimate Std. Error 𝑧-value 𝑃𝑟 (> |𝑧 |) Significance

(Intercept) 1.60523 0.20173 7.96 < 0.001 ***
AI Opponent −0.11605 0.04985 −2.33 0.0199 *
Offer 1.57531 0.04939 31.89 < 0.001 ***
AI training −0.19689 0.19972 −0.99 0.3242
AI Opponent:Offer −0.01020 0.03544 −0.29 0.7735
AI Opponent:AI training −0.00398 0.04983 −0.08 0.9363
Offer:AI training 0.14419 0.04649 3.10 0.0019 **
AI Opponent:Offer:AI training −0.01890 0.03544 −0.53 0.5938
Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1

Table 14: Mixed Effects Model Results for Experiment 3B

Predictor Estimate Std. Error 𝑧-value 𝑃𝑟 (> |𝑧 |) Significance

(Intercept) 1.61810 0.21285 7.60 < 0.001 ***
AI Opponent −0.00753 0.05471 −0.14 0.8906
Offer 1.95430 0.06306 30.99 < 0.001 ***
AI training −0.60944 0.21027 −2.90 0.0038 **
AI Opponent:Offer −0.01358 0.04003 −0.34 0.7345
AI Opponent:AI training 0.03337 0.05471 0.61 0.5419
Offer:AI training −0.22911 0.05734 −4.00 < 0.001 ***
AI Opponent:Offer:AI training 0.09306 0.04007 2.32 0.0202 *
Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
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